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1. Introduction

Let {X,, n=1,2,---} be a sequence of independent random variables
with EX,=0 and EX?=¢%. Write S,.=é1 X, and let b,1 0 be a sequence
of real numbers. If Z._o‘, b EX2< oo t’ir;en with probability one (a.s.),
518, —0 (see [2], p. 238). In [3], Teicher shows that the series 5,—
i n i may be considered as the first in an infinite heirarchy of series
ﬂz;; of decreasing severity, the conizergence of any one of which, in con-

junction with certain other conditions, implies the strong law: n~'S,%50.
In this note we generalize the results of Teicher by replacing the co-
efficients » by arbitrary coefficients b,.

2. Results

THEOREM 1. Let {X,} be a sequence of independent random variable
with EX,=0, EX,)=0} and let b,T oo be a sequence of real mumbers. If

(a) 5=3b i<,

(b) b;'316}—0 as n— oo,

(¢) éP{]Xn|>an}<oo Jor some sequence {a,} of positive real numbers
with §: brtalel < oo,

then
b:'S,50.

Proor. We follow the methods of Teicher [3] closely and see that

(1) b7'S,)'=b;* 3 X426 3 X, X, .
k=1 i<k
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It therefore suffices to show that the two terms on the right-hand side
of (1) converge to zero a.s..
Define Y,=X! for | X,|<a, and 0 otherwise and note that

g P(Y,¢X,.’)=éP(|X,,|>a,,)<oo
in view of (c¢). It follows by Equivalence Lemma ([2], p. 233) that
b;ZZ" X2 and b;zzn: Y, converge a.s. to the same limit. But
k=1 k=1

E{Y,—EY,}’)<EY.;= zdF(x)< a0

S[Iz,,lsa,,]
where F, is the distribution function of X, and so from (c)
o _ 2
S E 1 Y, 7‘EY,,}

< bitalei<oo .
n=1 b n=1

Therefore the series Z‘, b{Y,— EY} of independent summands with zero
means converges a.s. ([2], p. 236). A simple application of Kronecker’s
Lemma ([2], p. 238) now yields b;zf‘_, (Y.—EY)*50. But

i=1

b;zéEYF -

- S BdF(x)<b;* 3] 6i—0
i=1 Jllz;1s0;) i=1

as n—oo by (b) and so b;zi} Y,250.
Next we look at the term b;? jEk X,;X,. Following the notation of
<

[3] we write
Uz A=) Xij=é Xij—l
i<k j=2
and for n=2
W2 ”z_fv-l; bj—ZXij_l .

The sequence {W,,} is easily shown to be a martingale with respect to
the o-field generated by X;,---, X,. Also

EWi.= ; b7 EXIE(S,_,)

n j-1

=§ byid’ f;‘: g o

in view of (a) and it follows by the Martingale Convergence Theorem
({11, p. 236) that W,, converges a.s. to some random variable. An ap-
plication of Kronecker’s Lemma immediately yields the required result
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that b;’z:; X,S,.;=30. This completes the proof of Theorem 1.

Remarks 1. Teicher [3] proved the b,=n case of this theorem as
we remarked earlier.
2. If 3= E b,’0i< oo then all the conditions of Theorem 1 are satis-

fied and we get Kolmogorov s result. In this case choose a,=b,.
3. The conclusion of Theorem 1 holds if we replace (¢) by

@) SPfxi>(E )] <o
or

() Sb'EXi<oo .

To see (¢’) we choose a,,=(n2 o%)m and then

by (b). To see (c”) we observe that Zn‘,bi‘Z(X,’—o%) is an _[,-bounded
i=1
martingale and it follows again by Kronecker’s Lemma and (b) that
bt 31 X750,
i=1

In an analogous manner one can follow the methods of [3] and ob-
tain the following generalization of his Theorem 2.

THEOREM 2. Let {X,, n=1,2, ...} be a sequence of independent
random wvariables with EX,=0, EX i=0,. Let b,1co be a sequence of
real numbers. Suppose (b), (¢) hold and for any integer k=2

-1
@) =6 5 & %l-za<m
k,'k ik 1=k -1
holds. Then b;'S,%50.
We omit the details of this demonstration. We remark however
that (a’) becomes less stringent with increasing values of k so that (a")
is a generalization of (a).
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