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1. Summary

Optimum combination of independent one-sample and two-sample
nonparametric tests of a general class has been studied by Puri [3], [4],
and this unifies the basic work by Elteren [2] and others. The object
of the present investigation is to show that the combined tests considered
by Puri and Elteren are asymptotically more robust-efficient when the
different sets have heteroscedastic distributions.

2. The main results

Let X, -+, Xin, be m, independent and identically distributed ran-
dom variables (i.i.d.r.v.) having a continuous cumulative distribution
function (c.d.f.) Fi(x), and let Y;;,---, Y, be a second set of i.i.d.r.v.’s
having a continuous c.d.f. G,(x), for i=1,---,¢(=2); all the 2¢ samples
are assumed to be mutually independent. It is desired to have a com-
bined nonparametric test for the null hypothesis H,: G,(x)=F(x) for all
1=1,..., ¢, against Gi(x)=F(x—60), 6+0. For the ith set, let N;=m,+
n; and define the usual Chernoff-Savage [1] type of statistic as

Ny
(2.1) Ty,.=(1/m)) Tgl ENi,rZNl-,r ’

where Ey ,=Jy(r/N), 1=r<N statisfies the conditions of Theorem 1 of
Chernoff and Savage [1] and Zy,, is one or zero according as the rth
smallest observation in the combined sample is from an X-observation
or not, r=1,---, N;, i=1,---,¢. The combined tests are based on the
statistics of the type

(2.2) TNzghiTm, (N=N,+---+N),
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where hy,-- -, h, are suitable compounding coefficients. Puri [3] has ob-
tained the locally best test statistic when Fy=-..=F,=F, and has shown
it to be

(2.3) Ty=3m.Ty,.

We shall study the robust-efficiency of Ty when F,,---, F, are not neces-
sarily all identical. For this purpose, let J(u)z}rim Jy(u), 0<u<1, and

assume that it satisfies condition 3 of Theorem 1 of Chernoff and Savage
[1]. Define

2.4) A= S: JHw)du— (S: J(u)alu)2 . B(F)= S: (d/dz)J(F())dF (z) .

Also, let
(2.5) mi=ma/N;, i=1---,¢, N'=3Ini and
‘ p:=nYN’, i=1,---,¢.
Assume that p,,---, p, are all bounded away from zero and one as N°
(or N)— o,

Then, proceeding precisely on the same line as in Sections 5, 6 and
7 of Puri [3] we arrive at the following theorem.

THEOREM 2.1. Under the sequence of alternatives {Hy:0=0y=12/

1
(N, 2 real and finite}, (N°)“/2(T:—MSO(Ju)du) (where M=m,+---
+m.) has asymptotically a normal distribution with mean iEc} 0:B(F)) and
=1

variance A*, provided the conditions of Lemma 7.1 of Puri [3] hold for
all F'I P F, ce

The asymptotically locally optimum parametric test (when F,=
=F,) is based on the statistic t*= 2 nY(X,—Y,), where X, and Y, are

respectively the sample averages of the X’s and Y’s in the ith set, i=
1,--+,c (cf. Puri [3]). Under {Hy}, it is also seen (by some standard
computations) that (N°)~'%* has asymptotically a normal distribution

with mean 2 and variance }"__, p:0:, where o is the variance of the cdf

F,, i=1,---,¢c. Hence, for {HN} the asymptotic relative efficiency (A.
R.E.) of T;f with respect to t* is equal to

(2.6) ATy 1) =3 0B (S 0t) / 2.

Recalling that for the cdf F,, the A.R.E. of Ty, with respect to (X,—
Y)) is equal to e,;=BYF)s?/A% i=1,---,¢, (2.6) may be rewritten as
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@7 A T3 %)= (3 pealor) (£ o)

which is a general expression that may be simplified under certain con-
ditions. Before considering these, we present side by side the one sam-
ple case.

Let X, -, Xin, be m; be i.i.d.r.v.’s having a continuous cdf Fi(z),
i=1,---,¢(=2) all the ¢ samples are assumed to be independent. The
null hypothesis states that Fi,--., F, are all symmetric about zero,

against their symmetry about some non-zero 6. For the ith source, we
define the statistic

(2.8) Tp=(Um) S EpyZomgr »

r=1
where E, . are also Chernoff-Savage [1] type of rank-scores and Z, . is
one or 0 according as the rth smallest observation among | Xy |, -, | Xin,|
is from a positive X or not, r=1,---,m;, 1=1,---,¢. For Fi=-.-=F,

=F, the locally asymptotically best statistic is deduced by Puri [4] as
(2.9) TE=S1m.T,, M=m+- -+m,.
i=1

Let ¥*(x) be a continuous cdf symmetric about 0, and let ¥ (x)=2¥*(x)
—1, £=0. Then, if E, , is the expected value of the rth smallest ob-
servation of a sample of size m from the cdf ¥(z), the corresponding
J(w) is T (w)=T*"((1+u)/2)=J*((1+u)/2), 0<u<l. We then define

(2.10) u= S: Jydu, A= S: JHw)ydu and
B(F)= S:, (d)dz) JH(F(2))dF (@) .

Then, proceeding precisely on the same line as in Puri [4], we arrive at
the following theorem by straight-forward generalizations.

THEOREM 2.2. Under the sequence of alternatives {Hy: 0=0,=2/
M2, 2 real and finite}, 2M ~/*( Tw—p/2)]A has asymptotically a mormal
distribution with mean 2 i} 0:B(F)] A and unit variance (where p,=m./

i=1
M, i=1,---,¢), provided F,,---, F, satisfy the conditions of Lemma 7.1
of Purt [3].

Under {H,}, the parametrically optimum test-statistic t*=i} m; X,

i=1

leads to the following result by virtue of the well-known central limit
theorem: M~'2t* has asymptotically a normal distribution with mean 2

and variance i‘,piaﬁ. Thus, the A.R.E. of T with respect to t* will
i=1
have the same expression as in (2.6) and (2.7), with the only difference




280 PRANAB KUMAR SEN

that A* and B(F') in (2.4) and (2.10) are different. Hence, bounds for
(2.7) appear to be equally applicable for both the one sample and two
sample situations.

We shall specifically simplify (2.7) when F,,..., F, have the same
form but they may differ possibly in scale factors, viz.,

(2.11) F(x)=F(x—a)o), 1i=1,---,¢;

where a,,- - -, a, are arbitrary locations and g,, - -, 0, are scale parameters.
Under

(2.11) e,=BYF)o!|A*=B F)JA* for all i=1,---,¢c,

and hence, (2.7) reduces to

(2.12) (T3 1%)=(BF) |45 o) (£ oot

Now by elementary moment-inequalities, we obtain that

¢ 2 ¢ -2 [ -1
(2.13) (B eia) 2(S00) "2(S0et)

i=1 i=1 i=1
where the equality signs hold iff ¢,=--.=¢,. Thus, from (2.12) and
(2.13) '

(2.14) o( Ty [t¥)Ze=B(F)/|A*,

where the equality signs holds iff ¢,=---=0,. This clearly exhibits the
robust-efficiency of the combined test by Puri and Elteren when the
parent cdf’s are heteroscedastic. Moreover, if B F')/A? is =¢® for all
F (viz., the normal scores or Wilcoxon scores statistics for which ¢° are
respectively 1 and 0.864), it readily follows from (2.7) and (2.13) that
e(T;/t*) will also be =¢', uniformly in F,,...,F,., Thus, the lower
bounds for e(T'y/t*), deduced for F,=--- =F,=F, also remain valid when
Fi,---, F, are arbitrarily different from each other.
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