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1. Introduction

In a previous paper [1] the author has studied some properties of
an unbiased estimator of the population mean based on ordered samples.
The estimator was defined as follows. Let f(x) be a probability density
function (pdf) with mean p and variance ¢* and let {X.}, j=1,---,7;
i=1,---,n} be a random sample of size n* from the pdf f(x) divided
into n groups of size m. Let Y,; denote the ith order statistic within

the ith subgroup {XX,---,X#}. Then Y=Y+ +Y.)/n is an un-
biased estimator of p. A sampling and estimation procedure like this
will be useful in the situation where the selection of the element of the
ith least value from among 7 elements can be done without measur-
ing the values of the n elements, for example, merely by taking a glance
at the elements. If n is small and n elements are located not so dis-
tantly from each other, such situation will be of frequent occurrence.
However, a trouble occurs in the practical application of our estima-
tion: If the n elements are located closely to each other, they can not
necessarily be considered as a random sample of size n from the popu-
lation. They may be correlated positively or negatively. Thus it be-
comes necessary or at least desirable to construct a model concerned
with the case of dependence and investigate properties of the estimator

corresponding to Y, in the case of independence. The purpose of this
paper is to deal with this problem. A model and an estimator are pre-
sented in section 2. In section 3 several properties of the estimator
are shown. The efficiencies of the estimator for some particular distri-
butions are given in section 4.

2. Model and estimator

Let F,(x,++,%,) be a edf which is symmetric in %, %, -, Zn and
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has the pdf f.(xy,---, ,), and let F,(z,,---,2,) and f,(x,---,x,) be the
cdf and the pdf of the m-dimensional marginal distribution of the F(x,,

-+, &,), respectively, for n=1,2,..., m—1. Notice that every F, is also
symmetric in its arguments. Denote Fi(x) and fi(x) merely by F(x)
and f(x), respectively.

Typical examples are the normal distribution with the same intra-
class correlation coefficients and the symmetric mixture of independent-
ly and identically distributed random variables. (See section 4.)

Let X¥=(XX, -+, X;¥,) be a random vector from the cdf F,(z,,- -,
x,), and let X, (X,,,l, -+, X,.) be the one obtained by rearranging the
components of X* in increasing order of magnitude. We denote the
marginal cdf and pdf of X,, by F,.x) and f, (x) respectively, and a
random vector with the cdf F, () F,(2:): - Fy () by (Yo, Yns---,
Y..). Then the statistic

Y[n] = iE:l Y,.n

is an unbiased estimator of the mean p of F(x), since we have the re-
lation

(1) 2 fua@)=nS@).
The estimator Y, was considered in [1] for the case Fi(x,---, %)=

T[F(:vi) Throughout this paper, this case will be called ‘the case of
1ndependence

3. Properties of the estimator

Let p,, and o7, denote the mean and variance of X,,. We use
the symbol ‘tilder’ for representing ‘the case of independence’; for
example, ,, and &%, denote the mean and variance of X,,,, for the

case of independence where (X;,---, X,*,) has the joint cdf ﬂF(cci)

From the symmetry of F,(x,,---, a;,,) and (1) we have the recur-
rence relation between the F, s ([2], [3])

1—4 .
%Fn+l,i+%ﬂFn+l,i+l=Fn,i .

Thus, as in the proof of Theorem 2 in [1] we have

(2) 001> Otniny for 1<n<m-1,

n —
where ¢fy=— 3 0,;. The variance of Yy, is o?,/n.
i=1

3|~
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It follows from (2) that
a

- >02(17[n]) ’

n

that is, the variance of estimator Yi,; is smaller than that of the mean
of a random sample of size n from the distribution with the cdf F(x).
As in the case of independence, the relative efficiency 7,; of Y, with

respect to the mean X, of a random sample of size n, is defined by

o _otn
o m m d—adly
(3) L B

n
(although ¢*/sf,; might be a more familiar measure of efficiency).

In terms of the efficiency r;,; we can write the relation (3) as
T < Tins1] for n=1,2,---,m—1.
In particular, we have, for n=2,
T >0

In short, the ¥;,; is more efficient than the X,, no matter whether p
is positive or negative.

Now we consider the effect of dependency to the efficiency 7(,;. In
many cases, it seems intuitively that the positive dependence gives rise

to lower efficiency of Y, and the negative dependence to higher effi-
ciency.
From (1) we have

Thus
(4) Tr— = (3 o= 2 )
, [n] {n] n \izh n, k n, k
Denote Fi(x,- -, ) by F(x), in short, for 1=1,2,--.,m. We, then, have
(5) F"’k(x)=z§k C, 1,1 ()
where

== 33 (— 1 () (322).
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If we denote P(XX=<wx, 1=1,2,---,k and X};>z, j=k+1,---,n) by
G, (x), we immediately have

(6) Fos@=3)(})Gu.®)
and
(7) Fi@)=5 (" )Gl

From (6) and (7), (5) is obtained after some simple calculation.

Noting that F,(x)=F'(x) for the case of independence, from (4) and
(5) we have

n 1 oo
(8)  h—T=o 2 3 uralpmatnd) | (FH) = Fi()a.
For n=2 the expression (8) reduces to the simple form

(9) o= e (e ) + (o=} | (@)~ Fi(e))d.
2

The expression in the bracket of the right-hand side of (9) is obvious-
ly positive. Hence diy>, =, <&l correspond to S” (Fy(@, ©)— F*(z))do

<, =, >0, respectively. A two dimensional distribution is called posi-
tively (or negatively) quadrant dependent ([4]), if

P(X=x2)P(Y=y)s(or 2)P(X<2,Y=<y) forallz, y

In terms of this concept, we can say as follows: if the cdf Fiy(x,, x,) is
negatively (or positively) quadrant dependent, the efficiency of Yy is
larger (or smaller) than that in the case of independence. For »=3 no
simple interpretation of (8) is obtained.

It may be useful to show an example that the correlation coeffi-
cient of X ¥ and X*;, does not necessarily determine the efficiency.

Example 1. Here we limit ourselves to the case m=2.
(i) Suppose

s if (z,m)e€ ,QI{[%’ ‘Z{) X [ j;I ' %)I

(10) Sa(ay, x2)={

0 otherwise,

where s is a positive integer. We, then, have

1
=1—-2
e e
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and
1 1 ~
Tro] = —— == = 1 —p0)= 1 —P0)Tr2y »
3] 3¢ 3 ( P) ( P) 2]

(ii) Suppose

1/0 if (xlv xZ) € [0! 0) X [0’ 0)
(11) foley, 2)=4 1/1—=0) if (2, @) €[0,1)%[0,1)
0 otherwise,

where 0<0<1. We, then, have

p=30(1—0)
and

2
=t (12— =1 (1-Zp) .

4, Some examples

4.1 Normal distribution

Let fo(%,---,,) be the pdf of the m-dimensional normal distribu-
tion with the mean vector (g, p,---,#) and the variance-covariance
matrix (s;,) where o,=d% g,;=po* (i#j). By the result of Owen and
Steck [5] we can easily obtain

z'[n](P)=(1_P)%£n]!
for n=2,8,--- if p=0, and for ngl—l if p<O.
P

4.2 Mixture
Let f.(x,---,x,) be an n-dimensional pdf given by

(2 fula -, 2)={" g@la)- - -9(@.l0)dP (@)
for n=1,2,---, where g(z|») is a pdf and P(w) is a cdf in (0, ).
i) Let
we™™ if x>0
otelo)=] ,
otherwise

and

dP(0)= F‘:;) oo dw .
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The pdf f.(%,---,x,) corresponds to a multivariate Burr’s distribution
[6]. We have, in particular,

f@)=fi@)=—P¢ _

(a+x)p+1
For n=2 we have ([7], [6], [1])
rp=P=2
21 4p ’
Fry= p(p—2)
R
and
1
== (p>2).
? p

Thus we have

2 2
T = <1—2—1p> Ty = <1—-%> ‘7'[21=%(1—2P) .

ii) Let
e~ if 2>0>0
o(elo)=] |
0 otherwise
and
dP(w)=ae*dw .
We, then, have

a

f(x)={ a—1

re~* for a=1,

(e"—e) for a#1

—L{l"<}_ T SR 5 i O ._1_)’
Tm—l_’_az nk% n+ +n——~(k—l)+a> <+a }'

in particular,

and
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Tr2) =%(1 —p).
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