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Summary

This paper considers the problem of classifying a multivariate normal
population into one of the k& multivariate normal populations when the
population means are linearly restricted and the common nonsingular
covariance matrix is unknown. It is shown that the maximum likelihood
rule is an admissible rule. An example is also given to explain the
procedure.

1. Introduction

Let X;, ©=0,1,...,k, a p-dimensional vector, be independently
normally distributed with mean vector g;, i=0,1,---,k and common
unknown nonsingular covariance matrix 4. The w's, 1=0,1, ...,k are

unknown but it is known that z=¢£A4, i.e., we have the following model :

_ EXo=llo
T|EX=p= ¢4

(pxk) (PXk) (PXM)(mXK)

H

where X=(X,, ---, X)), p=(m, - -+, ), € is a matrix of order pxm of
unkown parameters, and A is a known, m Xxk (m=k) matrix of rank
m. The case when A is not of full rank can be dealt with similarly.
For experiments not involving regression, A is a matrix whose elements
are ordinarily 0 or 1. For experiments which involve regression on the
so-called “concomitant variables”, A is a matrix, some of whose ele-
ments involve these “ concomitant variates ” or non stochastic observa-
tion, while the remaining elements are pure constants mostly 0 or 1.

Suppose it is known that p,=p, for exactly one i€ (1,2, ---,k)i.e.,
we have the following model :
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(= for only one 1,
y4 =EA ’

1=1,2,.--, k.

The problem is to decide for which ¢ this is true. Let H; be the
hypothesis that g,=g, and D, be the decision of taking p=p:. The
problem is thus: to find a statistical decision procedure for selecting one
of the k decisions (D, ---, D;) which should be optimum in a certain
sense. The next section is devoted to this end.

This problem has been considered by the author [4], [5] and admis-
sible procedures were given under the invariance restriction. In this
paper, we show that the maximum likelihood rule is an admissible pro-
cedure (in the whole class of procedures). For the known covariance
case, this problem has been considered by Ellison [2] and Das Gupta [1];
both showed that the maximum likelihood rule is an admissible pro-
cedure.

2. Solution

For deriving the results of this section, we need the following
lemma :

LEMMA. Let S be the matrix of sums of products due to error under
the model H and let S; (1=1,2, -+, k) be the matriz of sums of products
under the model H,, then

(i) S=X[I—A'(AA)"AIX’
(i) 8i=(Xo X){Linn—(Ci, AY[(Cis A)(Cs, AY]7HCsy, HNX,, XY

and
(iii) S;=S+V.v/,
where
(1) A=(Cy -+, Cy,
(2) Z9=A'(AA")'C:,
(3) Vi=(1+b)""(X,— XZ)
and
(4) b,=C/(AA")'C; .

PrROOF. The proof can easily be obtained from a general result due
to Roy (1958). We need to express S; in a different way. Let
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. X, for a#t, a=1,2,..-,k,
5 O
( ) s (X.+X0)/2 for a=t,
( 6 ) Sb(i):(sbgi)r tty ¢g)) y
(7) U®= gD~ |

where D® is a diagonal matrix all of whose elements are equal to 1
except the ith element which is equal to 2. It is known (see, e.g., Roy
(1958)) that A and (AD‘’)"? can be written as

(8) A=TL,
and
( 9 ) A(D(i))1/2= T(i)L(i) s

where T and T are (m X m) nonsingular triangular matrices, and L and
L® are (mXxk) semi-orthogonal matrices. Complete L with a matrix
M® such that

) L(i)
(10) [’(t) — ( M(i))

is an orthogonal matrix. (Similarly L can also be completed by a
matrix M).
Then, under the model H;, we have

k
() > (Xe— )X
:( U(i)L(i)’ — E T(i))( U(t)L(i)' — S T(i))l
+ U(i)M(i)’M(i) U(i)’ + _%_ (Xz — Xo)(X‘ — Xo)l .

Hence,

(12) Si — U(i)M(i)'M(i) U(i)’ + _%_ (Xz"—XO)(Xi __Xo)l .
Let

(13) 0=(01’ 02; cty 0m):$T

and

(14) 0P =(6°, 657, - - -, O)=ET® .

We now proceed to derive the main result of this paper. The set
of sufficient statistics for the unknown parameters (0, y,, 4) is (XL, X,, S).
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The joint probability density function (hereafter, pdf) of XL, X, and
S, under the hypothesis (or model) H; is

(15) Const. IA—ll(k+l)/2 etr__%_d—l[sl_l_ ( U(i)L(i)' _0(13))( U(i)L(i)’ _0(15))[] s

where the symbol etr stands for the exponential of the trace of a square
matrix, and where the expression (detS)“-?-" is included in the con-
stant, e=k—m. We assume that e=p.

We use the Bayes technique to prove the admissibility of the max-
imum likelihood rule. Hence, it will be shown that the maximum likeli-
hood rule is an (a.e.) unique Bayes procedure. The construction of the
prior distribution is similar to that of Kiefer and Schwartz [3].

We compute the Bayes procedure relative to the prior distribution

P= }]aP“ 0<a; <1, Zal 1, on the parameter space Q2= U H, with

P(.Q)<oo and with P; a ﬁmte measure on H,;, i=1,---, k. In the pre-
sent investigation, we consider simple loss functlon, i.e., the loss is
assumed to be zero or one, according as a correct or incorrect decision
was made. Let ¢; be the probability of accepting the ith decision,

k
S1¢;=1. Then, for the simple loss function, a decision rule is a Bayes
i=1

rule relative to the apriori distribution P, if and only if, except on a
set of Lebesgue measure zero, ¢(7)=0, whenever

16) a (T, 7) Pdr)<max {(a, #(T.0) Paan))} .

where f(T,7y) is the density function with respect to Lebesgue measure
of the distribution of T=(XL, X,, S), and y=(8, p, 4) € 2. Let us com-
pute the Bayes procedure for the prior distribution P on £ in which
each H, has probability 1/k, (a;=1/k), and all measure is assigned to 4’s
of the form 4-'=I,+%y, where 5 is a pXq matrix, ¢<p, and I, is a
pXq identity matrix. Let P; assigns all its measure to 6°’s of the form
(L4790 =9®, where =, -+, 7%) is a (¢Xm) matrix. Let the
conditional prior density of each 7®’s be independent and identically
normally distributed with mean vector zero and covariance matrix
I,+7'p, and let the marginal density of 7 be given by

amn Const.|I,+yp/| =€+ | e<p+q—1,

the integrability of (17) follows from Kiefer and Schwartz [3].

Taking the expectation of (15) with respect to the prior measure of
7$’s and then with respect to the prior measure of 7, we find that the
unconditional joint density of XL, X, and S under the hypothesis H; is
given by
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(18) Const. Sdns [etr—-%(Ip+7m’)(Si+ US L@ [T

_2?7.(1)L(i) U(i)’_l_r(t) (i):l dT(i) ,

by using the following two identities :

(19) IA+WW)y'=L,—W(L+WW')'W  for W: pXq,

and

(20) [L+WW|=|L+WW'|.

Hence, the unconditional joint density of XL, X; and S under H; is

@1) Const. [ etr——%(Si+ UOLw [oye)] S [etr—%m'&} dy

= Const. [ etr—-é-(il‘:} X.X! > [Si| =

— Const. [ etr—%-(% X.X! ) IS|-#[14 VIS-1 V]

Since the set of (XL, X,, S) which yields ties for minimum among
these statistics has Lebesgue measure zero, we get the following theorem:

THEOREM. With simple loss, the maximum likelihood rule is an
admissible classification procedure.

Example. Consider the case when the number of factors affecting
the outcome of an experiment is two.

Suppose that one observation is obtained at each of a number of
levels of these factors, and denote by X;;, (¢1=1,2,---,a; 7=1,2,---,b)
the value observed when the first factor is at the ¢th level and the
second at the jth level. It is assumed that the X;; are independently
distributed as a multivariate normal with mean vector p,; and common
unknown nonsingular covariance matrix 4, and also the two factors act
independently so that

pig=a+Pi+0;
and
; [9120:? 6j .

Let X, be independently distributed as a multivariate normal with
mean vector g, and unknown non-singular covariance matrix 4. The
problem is to select one of the k decisions D, - -+, D,, where D,;; p:;=pm,
k=ab, t=1,2,---,a and j§=1,2,-.-,0.
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For simplicity, let a=2 and b=3 so that k=6. We have then
X=(Xny Xy o+, Xos)

and
[l=(#119 P2y fh13y Moty a2y #23)

11 1 1 1 1
11 1-1-1-1
1 0-1 1 0-1
0 1-1 0 1-1
=§A=¢(C,, ---, Cy) .

It is easy to check that AA’=6I. Hence

"_“(a, .Bh 01, 52)

XZ® _____é_(3Xu +2Xp+ X5+ Xo — X))

other XZ’s can be calculated similarly.
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