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1. Introduction

The paper gives a unified computational method for exact probabili-
ties of the most generalized form of D-statistic, which was proposed by
Kolmogorov for non-parametric tests of fit. First, we give a historical
survey of the subject and in section 2, we state goodness-of-fit D-tests
(based on some general bounds) constructing general acceptance and
confidence regions, sizes of which are calculated in a distribution-free
way. The method is also applied to calculation of the exact power of
tests for a certain continuous alternative. A computational method for
functional a,(-,-) defined by (2.5) is presented in section 3.

Let F(X) be any one-dimensional continuous cumulative distribution
function and F,(X) the empirical distribution based on a sample of size
n from F. Kolmogorov [34] introduced the statistic

D,= sup [Fu(X)—F(X)|
and obtained the asymptotic result

(1.1) lim d, (ﬁ) - ,?—_'w(—l)j -1

for the probability (distribution of D,)
1.2) d.(e)=Pr {D,<e} .

Subsequently, Smirnov [51], Feller [24], Doob [21], Chung [13], Donsker
[20] and others gave improved proofs of the result (1.1). Smirnov [51],
[63] proposed the statistic

Dy= sup {Fy(z)—F(x)}

for one-sided tests and showed that
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(1.3) lim d,f( ‘/%)zl-—e‘w ’
where
1.4) d,(e)=Pr{D; <e} .

Independently of them, Wald and Wolfowitz [61] obtained expres-
sions for exact probabilities of more general statistics than D, or Dj.
Further, an alternative expression of the probability (1.4) for finite n
was given by Birnbaum and Tingey [5]:

nQ1—e)]
(1.5) d;(e)=1—

Jj=0
where

bn, s =(" ) #1—ay~,
J
Aj=5+‘i‘7 j=0’1""’n'
n

Chang Li-chien [8] showed that when ¢ is a multiple of 1/,

+{ ne — n(x)
(1.6) rale; )= Pr {o<§‘l(§))sa F(x) <e }

:‘:job(n,r'a)
%”Jlb(n,k ’“)g (n—k,r gy o= ")

=k nc—o
-1 ¢>1/
c
0 ’ c=0.

Alternative forms of (1.6) were given by Ishii [27], [28] and Csérgo [15]
ete. One of them is as follows:

~(or &)= F(x)
(1.7 rale; 9)=Pr {asg%l))s F(x) <e }

_ F(x)—F(x)
=Pr{ sup FO-TE o1

n
. (44
= 3 bnjia)—,
J=[n(1—c3)]+1 a;

where
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aj=L+c—1 ’ j=0,1""9n-
ne Cc

The limiting version of the relation (1.7) was initially proved by Rényi
[47]:

lim 75 (1 +-C 5) =(cy/3](1=2)) ,

— Jyn
where
\/Z Sxe“"/’ dt , >0
D(x)= T Jo
0 ] x_S_O .

Another extension of (1.5) was given by Dempster [19] and Dwass
[22], independently :

_ F(x)—d _1-3
(1.8) dife, 9)= Pr {Fség)go F(x) = 1—e¢ }

[n(1-9]
=1— 3 bn, j;m)
j=0 ml
where
1—¢

M=t 155

i! j=0)1,"'yn'
n

Clearly,

due, ) =d=(e) , d,,(e,0)=r,’.’(11 ;1)=r;(11 ;0).

—€ —e

On the other hand, the probability (1.2) for finite » was given by
Massey [42] (when ¢ is a multiple of 1/n) in a recurrence formula. An
explicit expression for (1.2) was obtained by Chang Li-chien [9]:

2”! [(1+4)/2¢]

L9 d=1- T w200, (o)

n"’ Jj=1 m1+o.-+mj=n

n! [1/2¢] Jj-1

to B miengen Ewmt(2ne)[w,*.:,(ne)+l1+§m]wzl(ne)7v?;(ne)]
where

wa(py= 3] EUEoB mzg,

wi(p)="3 E=—Bm—p-O g,

= (Bm—D)!
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wn(B)=wn(8)=0, m<g .

Blackman [6] and Kemperman [31] also gave the exact expression
for the probability, Pr{—e&<F(x)—F(r)<e; —oco<x<oo}, which is
more complicated than (1.9) and is omitted to write down here.

Using the elegant idea of Doob [21] and Donsker [20], Anderson-
Darling [1] proposed a method of attacking the limiting distribution of
a more general type of D, :

(1.10) du(e; 9)=Pr {_sup (|Fu(z)—F(@)|-glF(2)]) <}

where ¢(tf) (=0) is a preassigned weight function. They also gave the
explicit limiting distributions for some special forms of ¢, which include
Kolmogorov’s result (1.1) and a result given by Maniya [40].

2. Goodness-of-fit D-tests

2.1. General acceptance region and confidence region

Let B be the class of all functions ’s which are defined on the inter-
val [0, 1] and satisfy the following conditions :

(i) For all 0=t<1, t<B(t)<1.
(ii) B is monotone non-decreasing and continuous to the right.

Then for every positive integer n, we can define

@) w=apBl=minlta0zd), =12,
0st=<1 n

For each 8¢ B, we shall define a conjugate function 8 by

Bt)y=1—p1—t), O0=<t<1.

Since B8 is continuous to the left, we can define
@) == max G AOs L, =120,
0sts1 n

Noticing the fact that
WPIBl=1— 2 11
we can easily prove the following.

LEMMA. For any continuous F and By, f; € B and for some x*, the
Sollowing two relations are equivalent to each other:

(i) APIBISF*)<yPlB] ,
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@) AF@NzL and ,EZ(F(x*))ng—l .

Let I' be the class of all continuous cumulative distribution func-
tions on the real line R=(—o0, o). Let F,(x) be the empirical distri-
bution function of Fel ;

Fn(x)=F,,(x:X,,)=_17;{no. of i: X, <wm, i=1,2,---,n},

where X, X,, -+, X, are independent random variables, each distributed
according to F. By I',, we shall denote the set of such F,’s for all F’
in I and for all samples of size n. Using B, 5, € B, we can define the
following acceptance region for each Fel :

(2.3) A(F)=AF: B8, B)
={G, € I'y: B(F () <G (x) S B(F(x)), —co<z< 0} .

In the next place, in order to construct the confidence region, we
shall define the following two non-decreasing functions :

L(w)=L"(x; B, X.F)

0, r< X*
= #En)[.B] ’ X£*§x<‘Xitl ] 7::’11 2’ ct 0y n—1
w181, vz X*,

U™(x)=U™(x; B, X;¥)=1—L™1—z; 8, X;}) ,
where X}=(X*, X*, ---, X¥) is the order statistic of (X;, X3, -+, Xb)
and X =(1—Xx*, ---,1—X*). Put
(2.4) R(F,)=R(F,; B, By)
={G e I': L(z; B;, X¥)<G(x) S U™(x; By, X¥), —co<w< 0} .
Then we have

THEOREM 1. For any Fel', A (F) and R(F,) given by (2.3) and
(2.4), are respectively the acceptance and confidence regions of size a,
where

(2.5) a=a,(By, B)=Pr (1P[BIS UF<vPlBl, 5=1,2, -+, n}

and (UX*, ---, U¥) 1s an ordered sample of size m from the uniform
distribution U on (0, 1).

PrOOF. Since F,(x), L™(x) and U™(x) increase only at the points
X*, the event F,c A,(F) and the event F ¢ R(F’,) are expressed as
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@o  sFEMmzL, BFxMsLL, =1,
and
2.7) EPBISFXNSAPB],  G=1,---,n,

respectively. Because of the lemma stated above, two events (2.6) and
(2.7) are identical to each other and the probability of (2.7) is given by
(2.5). This completes the proof.

Remark. All of the probabilities stated in section 1, are special
types of the expression (2.5). For example, putting

B'(t)=p(t;e)=max (t+¢, 1)

NN 0=<t<3s
B O)=F"(t;c, a)—{l sott
I (e 0<t<o
FO)=F (e, 5)_{min(ct, 1) s<t<1,
3 . 1-6
B¥(t)= B*(t, ¢5)=min (a+ — 1) ,
we have
dn(s)=an(130’ ‘50) ’ d;(s)-_—an(ﬁo, 0)

r,f(c;&):a,,(ﬁ*, 0) ’ dn(E’ 5)=an(18*1 0)

where 0 means the function which identically equals 0. Wald-Wolfowitz
[61] also considered a similar general situation. However, their assump-
tion on the continuity of B and the requirement (f) given there, are
slightly restrictive, because such case excludes the type (1.6) and some
of the others.

2.2. Exact power of some tests

Next we shall consider the following non-parametric goodness-of-fit
test. Let

hypothesis H: F,

(2.8) alternative K: F,=¢F

where F,e I and ¢ is a function on (0, 1) which satisfies
(2.9) @(0)=0 (1)=1,

(2.10) ¢(t) is strictly increasing and continuous.
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By the assumption (2.10), F, eI’ and ¢! can be defined. Furthermore,
for any B, B, € B, we have B!, Bl € B and

An(F'o; ﬁlr Ez)zAn(F'l; ﬁl¢_lr 15290_1)
for Fi=¢F,, because of the definition (2.3). Thus we have

THEOREM 2. In the testing situation described by (2.8) ~(2.10), power
of the test whose acceptance region is A, (Fy; B, Ez), is given by
P8, 52)=1_an(13190—17 Ez{o-l) ,
where functional a,(-,-) s defined by (2.5).

Massey [43], [44] gave an asymptotic result on the lower bound for
the power of some test based on d,(¢) and compared it with the y’-test.
Birnbaum [2], [3] showed a sharp lower (and upper) bound for the power
of various tests based on d;(¢). Van der Waerden [60] made the com-
parison of power between the classical most powerful test and the one-
sided D-test concerning the mean of some normal distribution. Further
systematic comparison between various tests of fit was made by Chapman
[11] and general discussion about the asymptotic power of the general
D-tests, was recently given by Quade [46].

3. Computation of the probability @.(8,, 8,)

3.1. One-sided case
First, we shall define the following polynomials for each ge,=(pu, )
LILICIN #n) :

(3.1) =1,
(3.2) Qu=Qu(, "',#k)=—:§<lz)#'ﬁ_iQi , k=1,2,---,m.

For example,

) =Q1(l11) =—t

Qz =Qz(ll1: #2) = —ﬂg + 2#2#1 = ,uf - (#z —lll)z
(3.3)

Q5= — i —(pts— 1)’ +3ps(pta— )"

Q= {1: - (!14 - ,!11)3 + 20203 + 25— #1)3 —3(2p —Ih)(#z —.ul)z] .
We note that for any ¢>0, k=1,2, ..., n,

(3.4) thlc(ﬂlltf ttty ﬂk/t)=Qk(ﬂ1s ey l‘k) .
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THEOREM 3. For any B€ B, we have

(3'5) an(.B’ 0) = fn(#n[ﬁ]) ’
where
(3.6) Flp) =l -+ r ) = 3 () Qulas -+, 1)

and Qs are the polynomials given by (3.1) and (3.2).

Proor. Since by (2.2) »,[0]=(1,1,---,1), it is sufficient to prove
that

(37) Pr { Uj*gﬂjr j=19 2,---, n}zfn(ﬂl’ Hay *° ﬂn) .
For n=1, by the definitions (3.1)~(3.3) and (3.6) we have

filp)=1—p, .

This shows that the relation (3.7) holds for n=1. Next we assume that
(8.7) is true for some n. Let UX, -.., UX, be the order statistics from
U. 1t is easily seen that given UZ,, the conditional distribution of

(]1*/ nﬁ-li []2*/ Untly ctty Un*/ Unﬁ-l

is that of the order statistics of n independent random variables, each
distributed as U. From this fact, noticing the relation (3.4) we can
easily verify that

(3.8) Pr{U*>p, -+, UF>p.| UXi=t}
=fn(#l/tr M) P‘n/t)

= 2 <n>t_ka(ﬂ1y crty ﬂk) s
=0\ [k
using the assumption (3.7) for n. Using the fact that the density func-
tion of U}k, is (n+1)t* on I=[0, 1], we have, from (3.8) and (3.2),
Pr{Ufzp;, 7=1,2,---,n+1}
=('n+1)gl Pr{Uf>u;, j=1,2, -, n| UX,=t}t"dt

Fpt1

=m+n 3 (") eat

k= fnt1
=5 ("Me—g (" mre=E ("M,

This completes the proof.
When =1, where 1 stands for such () that takes identically 1 on
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I, we have a,(1, B)=a,(8,0). Therefore, such a case can also be treated
by means of theorem 2.

3.2. Two-sided case

This case can be also reduced to the computation of one-sided case
in the following manner.

FOI‘ any ﬁly [32 € Q, we have ﬂj:—'[l‘(fn)[‘gl], vj=v§~")[‘§2], j=1, 2, cee, M by
means of (2.1) and (2.2). Let U*, UF, .-, U} be the order statistics

from U and define
(3.9) E=E[p)=[Ufzp;, j=1,2,---,n]
' E,=E[p;v]=[U>vINE, §=1,2,---,m,

where n, is the largest integer such that v;<1 in (2.2). Using theorem 2,
we have

Pr{E}= fup)

(3.10)
Pr{E;}=fuv; ) =b; ,

where
Vi o=ty ** s Pimty 25V V55 31V V5, 205 1VY))
aVb=max [a, b] .
Since E; is a proper subset of E, every
E/=E—E,

is not empty (otherwise probability (2.5) becomes 0). Put
F= jn‘ B =[p,<UF<v, §=1,2,---,0],
=1

1

(8.11) E,, J
F,=1r1/ .
! [[.OlEi/ilnEjv .7227°"1n1'

Then, it is easily seen that F}, F}, -+, F, and F are mutually exclusive
events and that

j n
EjCUFi, E=1U1FjUF.
i=1 =1
Accordingly,

J
(3.12) Pr{E;}=>Pr{F}Pr{E|F}, J=L--m,
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(3.13) Pr{F}=Pr {E}—éPr{Fj} :
Let us put
Gi=[U*>v],
G=[UX<u<U*, 1=2,---,nm,.

Noticing that the order statistics U, Uy, ---, U* are drawn from the
uniform distribution, it is easily seen that for 1<i<j<n,,

(3.14) Pr{E;| Fi}=Pr{E,|G.} .

Furthermore, for ¢=1, ..., n,, putting

1., m—i+1,

#j[pilzmax {O’ ﬂ.‘]‘.“"l—_p‘} " j

—y;

vj[ui]=max {0: vj_-;f—’l—v_—i} ’ j=11 2ty n—'i+1 y
¥

pn—i+1[vi]=(/ll[ui]! ttty ﬂn-—i-}»l[”i]) ’
we have, for 15i<j5<n,,
(3.15) Pr{E;|G:}=Pr {E[ptr_s1a[vi]; vs_isa[wi]l} ,

where E[-; -] has been defined in general by (8.9). Thus, combining
(3.14), (3.15) with theorem 3, we obtain

(3.16) Pr{E;| Fi}= foin(vsoinlv]- tlnoia[vi]) =0y
Therefore, for j=1,2, .-, n,, defining
J
a’j= igl Pl‘ {‘F'i} ’

(8.17) o byi—b, it for 1<i<j
21, for i=j,

we can write down the relations (3.12) as
J

(3.18) bj=thj,1ai i=1,2,---,m.
=1

By means of the matrix notations
az(all gy o0, anl)'

b=(b1, bZr:' ] b}l !
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Cy 0 o --- 0
021 022 0 e 0
(3.19) C=| cu Cyp Cyg =+ - ’

_Capr Capz Capst et Capmy
the relations (3.18) are expressed as

b=Ca .
Since the triangular matrix C is non-singular,
a¥C*b.

Combining the relation (3.13) with the above consideration, we can ob-
tain the following ;

THEOREM 4. For any pair By, B € B, we have

B By =1~ SLbuct

where ¢} is the (ny, J)th element of the imverse matrix C~' of C given by
(3.19).
Wald-Wolfowitz [61] also gave a computational method for less

general a,(8;, B:). But their method is not practical, since it needs com-
putation of some definite integrals. While, they proposed an approximate

formula of a,(8, B;) using the one-sided case’s a,(8;,0), a.(1, ), which
include no integration.

On the other hand, various approximations for finite » by their
limiting versions were given by many authors ([35], [8], [9], [6], [17]).
The general result by Darling [17] is the following :

For ¢>0, b>0, when n — oo,

5., b)=5(a, b”?;%?(aa_a +aa—b)a(a, b)+0<;1;> ,

where

5, b)=Pr{—ﬁ <Fn(x)—F<w)<Ti,;, veeR},

a(a, b)=lim d.(a, b)

©o
=14 3] {20772 @+0)! _ g-2ia+(-10F_ =2 (f-Datsolt}
i=1
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Other approximations for the value d;(¢) were given by Butler and
McCarty [7], Whittle [63] etc. For example, the inequalities by Whittle
are:

d;(e) <1— (1 ___e)zm+2 <1—(1—e¢) e—zmz—ms/(l—n) 0<e<1,

1 —d;(e) <e—2n42+3.83n[u/(1—¢)]3 0§e§0.31 .

4. Complementary remarks

4.1. We are now preparing some numerical results [58], which show
that our method described in section 3 is of a form simple enough for
practical use. The author [57] also intends to summarize the statistics
used in non-parametric tests of fit.

4.2. Smirnov [562] showed that the limiting distribution of the modi-
fied D-statistic

(4.1) Dpp=sup |Fy(x)—Fy(x)| ,

for two-sample problem, coincides with that of D, under the null hy-
pothes. The exact distribution of (4.1) for finite sample size is found
in [45], [36] etc. The extension to the multi-sample case was made by
David [18], Kiefer [32] or others. Recently, Conover [14] has summarized
results on this subject.

4.3. As a competitor of the D-statistic, Smirnov [49], [50] also con-
sidered an asymptotic expression for the distribution of the statistic

(4.2) 0l = nS: [Fy(@)—F (@) dF () .
Anderson-Darling [1] proposed a generalization of (4.2),
Wi=n|" [F.@)— F@Py(F () dF )

for some special weight function ¢. But they have not given any
asymptotic result. The exact distribution of (4.2) for n=1, 2,3 was
shown by Marshall [41]. Kuiper [39] modified the D-statistic as the
statistic

4.3) V.=sup {F.(x)—F(x)} —inf { F,(x)— F (x)} ,

which is suitable for observations on a circle, and he gave some asymp-
totic result concerning the distribution of (4.3). The same type of
statistic as (4.3) corresponding to the w?-statistic,

@1 U=nl_ [F@-Fo-| Fe)-FeldFe)] dFe)
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was introduced by Watson [62], who gave the asymptotic distribution
of (4.4). Various results (exact distribution, moments, lower tails, etc.)
for small sample size n, were recently given by Stephens [55], [56]. Fur-
ther references of these subjects are seen in the expository papers [16],
[26].

4.4, Other various statistics which are used for some goodness-of-
fit tests and based on the empirical data alone, have been considered.
Kac [29] showed that as % — oo, the random variable

M,= dF ()

Sr,,(x»m)
has the asymptotic distribution U, the uniform distribution on I. Later
on, the fact that M, is distributed as U for each m, was proved by
Gnedenko-Mihalevi¢ [25], Birnbaum-Pyke [4], Dwass [22], Kuiper [38] or
others. Birnbaum-Pyke [4] or Dwass [22] showed that the distribution
of

T.=inf {F(?); F.(t)—F(t)=D;}

is also U. The asymptotic or exact analysis of the numbers of piercing
points and non-negative jump points was investigated by Chang Li-chien
[10], Cheng Ping [12] or others. Further systematic treatment of these
subjects was made by Darling [17] and recently by Takécs [59].

4.5. From a probability-theoretic point of view, it is interesting to
note the limit theorems related to the D-statistic. As for this topic,
see the recent expository paper [30].

4.6. There are many unsolved problems with respect to the D-
statistic. For example, (i) extension to multi-variate case (see [33]),
(ii) modification to discontinuous case (see [48]), (iii) selection of the

optimal pair among the general bounds (3, ,EZ) for some test problem,
(iv) proposition of another new statistic with practical utility and so on.
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