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1. Introduction

In case of sampling with probability proportional to size (pps) or
some other auxiliary variable xz, which is positively correlated with the
variable y under study, we require the advance knowledge of the data
on the variable z. If such data is not readily available, it can be ob-
tained by using the well-known technique of two-phase sampling, with-
out appreciably adding to the cost of the enquiry. This scheme of two-
phase sampling can be effected in any one of the following four ways:

I. Sampling without replacement in both the phases

II. Sampling with replacement in the first phase and without re-

placement in the second phase

III. Sampling with replacement in both the phases

IV. Sampling without replacement in the first phase and with re-

placement in the second phase.

Des Raj [3] developed the theory for the Scheme IV and obtained the
variances of the estimators (of the population mean Y) in the simple
forms, which are appropriate for comparison with the large sample ap-
proximations to the corresponding variances in the case of two-phase
sampling for ratio and regression estimation. The same author [2] dealt
with the Scheme I, but the expressions for the variances are not in so
compact forms as compared to those derived in case of the Scheme IV.
Following Des Raj [3], we obtain here the estimators of the population
mean Y, and provide the variances of the estimators in the simple forms
for the first two sampling schemes. Since the corresponding theory for
the Scheme III is straightforward, it is omitted. Lastly, we illustrate
the utility of this theory in two-phase sampling for stratification.

2. Estimation

Scheme I:
At the first phase an initial sample of size m, in which the variable
x alone is measured, is drawn without replacement with equal prob-
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abilities. Then, at the second phase a subsample of size n, in which
the variable y is measured, is drawn without replacement with probabili-
ty proportional to the total xz-value of the subsample.

For this sampling scheme, an unbiased estimator of the population
mean Y is given by

A~ —

(1) Y =222,

n

where 7, and %, are the sample (of size n) means of the variables y
and « respectively and Zz, has a similar definition.

Variance of the estimator:

We have

(2) V(T)=EV( ¥+ V.E(T)

where E, and V, stand for the conditional expectation and the condi-
tional variance for a fixed first phase sample, whereas E, and V, stand
for the expectation and the variance for varying first phase sample.

Let ﬁc denote the summation over all possible samples of size k from

a set okf v units subject to the restriction ¢ on the contents of the sam-
ples. We come across here with only two forms of restriction ¢: no
restriction and the set s, to contain the subset s, of n(<k) units. Then,
the first part on the right-hand side of (2) is seen to be equal to
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where S? is the population mean square of the variable y. This result
follows from the eq. (4) of Sampford [5]. Now, we know that

1 & < 1 1 ) 2
4 Y= ———)S*+ Y
(4) (N) 2= W), T
n
On substituting from (4) in (8) and simplifying, we get

N(m—mn) V.

(5) Exvz(i_;l)=m »
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where

>

(6) V,= -y

s M=
vy

n
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(a)

is the variance of an estimator of Y, based on a sample of size n drawn
with probability proportional to z without replacement, when the popu-
lation mean X is known.

The second part on the right-hand side of (2) is

(7) ViE()=Vi@a)= (-~ )8
Adding (5) and (7), we get

Sv_ N(m—n) 1 1 > 9
8 V(Y)="""T"0 N N F )
(8) (¥ m(N—n) V"+<m N
Estimator of the variance:
We know that

(9) V(Y= ¥i—Est(¥?).

Follgwing the procedure adopted by Des Raj [2], an unbiased estimator
of Y*? is obtained as

(10) Est(7Y)=2o[g;—(-L— L]
z, n N
where s’ is the mean square between the n units in the second phase
sample. On substituting from (10) in (9), we get
(1) V(F)=Lo(Zn _1)gpp( L — L) Tng
T, \ T, n N/z,

Extension to multistage design:

In the case of multistage sampling, let ¢, be an unbiased estimator
of the <th unit total y;, based on subsampling at the second and sub-
sequent stages. Then, an unbiased estimator of Y is

12) Y=

As we know, the variance of this estimator is made up of two com-
ponents. The between-primary component is given by (8), and the
within-primary component can be easily obtained by proceeding as in
the case of obtaining (5). Thus, we have
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(13) V(?{)=V(I%)+ N—l—n [(71& - ;)éﬁ
Y N é f

»)
n
where ¢} is the variance of ¢, for a fixed primary unit <.

An unbiased estimator of the variance (13) is easily obtained, by
following Des Raj [4], as

(14) T (1)=V(%,

1 %, A
In 5152
n X, i=1

where \A"( Y,) is obtained by replacing y; by ¢, in \7( Y,), given by (11)
and @} is an unbiased estimator 2.

Scheme II:

At the first phase an initial sample of size m, in which the variable
x alone is measured, is drawn with replacement with equal probabilities.
The sampling at the second phase is similar to that in the Scheme I.

For this scheme, an unbiased estimator Y, of the population mean

Y is structurally the same as Y;, given by (1).
The variance of Y, consists of two parts as in (2), and the first

part is equal to
—m]
(%)™

1 * 'yn— _(N-1 y
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(15) E,Vy( Yz) Ell:

N
where >1* denotes the summation over all the N* samples of size k&

(=m ornn), drawn with replacement from the N units in the popula-
tion. Let A, be the number of times the ith unit appears in the ini-
tial sample and «; be the number of times the ith unit reappears in
the subsample. Also, let 3V stand for the summation over all the 2,’s

N
such that 2,=0 and iZl,:m, S for the summation over all the a)’s
=1
N
such that «;=0 and Zai=n, and X" for the summation over all the

A’s such that A,=a; and Z‘l =m. In these notations, the first term on
the right-hand side of (15) can be written as
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N 2
DY N
" manm(fg) S =) <iﬁ)_g§;x—§(2‘ )

~ 2
iy
- mnle 2 al!":b!’azv! Eg::x:; = (zl—al()q;n "81:—“1»/)'<‘212‘xi)

On substituting for the conditional expectation of (4,—a;) for a fixed «;
and noting that

7)

N N—1 —
= Y?
- Y N St +

the quantity on the right-hand side of (16) reduces to

(18) M0y N=1 o s
m Nm
where
X -
19 - U
(19) V= s B

From (15) and (18), we have

@) EV(¥)="""y;.

The second part of V( i) is equal to

1) ViEy(¥) =V (@) ==L =L

Hence, adding (20) and (21), we get

f, m—mn, , N—1
(22) V(Yy)= po” V+N St

Proceeding as in the case of V( 171), an unbiased estimator of the
variance (22) is obtained as

(23) V(¥y=To(Zo )it Ze s,
n n Ny
Extension to multistage design:
In this case, an unblased estimator YZ, of the population mean, is
structurally the same as K, given by (12). But the variance of Y, is
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found to be
N é"% N
(24) V(¥)= V(Yz)+{m n X swm™y 1 zaz].
m R Nm i=1

The second part on the right-hand side of (24) can be easily obtained
by following the method used in getting (18). An unbiased estimator
of this variance is

(25) V(F)=V"(T)

where V'(Y,) is obtained by replacing % by ¢; in V(Y;), given by (23).

When sampling in both the phases is with equal probabilities, it is
found that the expected number of distinct units in the second phase
sample of Scheme II is greater than the corresponding number in the
second phase sample of Scheme IV (section 1). This suggests that
Scheme II is better than Scheme IV in this case.

3. Two-phase sampling for stratification

In this procedure, the initial sample of size m, in which the vari-
able x alone is measured, is classified into different strata according to
the values of x. If m, is the number of units falling in the <th stra-
tum (i=1,2,---,h), a sample of =, units, in which the variable y also
is measured, is drawn from m, units, in the usual practice, with equal

h
probabilities such that 2IN=1. Here we study the sampling procedure,

where the information on the variable x is used not only for stratifi-
cation of the units, but also for selecting the samples from different
strata with probability proportional to z. We consider the two cases
where (a) the 7, units are drawn without replacement with probability
proportional to their total z-value and (b) the n; units are drawn with
replacement with probability proportional to x, while the initial samples
of m units are drawn, in both the cases, without replacement with
equal probabilities.

Case (a):

Let N; be the number of units in the 4th stratum and P,=N,/N
be the proportion of units falling in the ¢th stratum. An unbiased
estimator of P, is given by the corresponding sample proportion p;
=m/m.

In this case, an unbiased estimator of the population mean Y
=¢é=1 P.Y, is given by
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(26) =S p, ,=§p,-(?_7"i ).

To obtain the variance of this estimator, we write
(27 V(Y)=E[V(Y|my,- - -, mp)]+V[E(Y |my,- - -, my)].

By using the variance-formula (8), the first part on the right-hand side
of (27) is seen to be equal to

@) E[Spv(im|=E[gp{Rimonly (L Lg)]

h
L sl N (B(md)—nE(my)} Vs
mti=1 M—ni

{220}

where V,,; is obtained by affixing the subscript ¢ to #, N, X and Y in
Vi given by (6) and S? is the mean square of the ith stratum. Since
m; is the number of units falling in the ith stratum (having N, units),
when m units are drawn from a total of N units in the population, m,
has a hypergeometric distribution. Hence, on substituting for E(m,)
and E(m}) of this hypergeometric distribution in the right-hand side of
(28), we get

(29) E[V(¥|m,,- -+, my)]
=§-1[N1:’i—n;u {'n%< mlzrz;:nl) P"Q"+P‘?>—%} &

N vy 2P} 51

where @;=1—P,. The second part on the right-hand side of (27) is
equal to

h — h o
(30) V| SpF| =3 TiVm)+ 3 T.Y. Cov(a o).
On substituting for V(p;) and Cov(p;, p:;/), we get

y = N-—m p v_ ¥y
(31) VIE(Y|m,, ’ mh)]—mng(Yi Y):.

Substituting from (29) and (81) into (27), we get the variance of the
estimator. By adding and subtracting the quantity

(32) [—é}%"ﬁmﬁpﬂ i
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this variance can be rewritten as

@) V(=3P s
- (1 i

N d 2 N—]. m—l ni—l )[ 1 1 ) 2 ]
Y sp: M — — )| SI = V.
m igl ! N;—n, ( N-1 N;—1 ( n; N ‘ "

The first two terms on the right-hand side constitute the variance of
the estimator when sampling at both the phases is with equal prob-
abilities (Ref. Sukhatme [6], p.115). Since the sampling with probability
proportional to x is generally more efficient than the sampling with equal
probabilities, we assume that

(34) (71;—1—\1,—)8* >V,.

Hence, one of the conditions for the prbposed sampling method to be
more efficient than the usual method with equal selection probabilities is

—1 m—1
3 (F=1)
(35) , max N1 < N_1

or, approximately

(36) max( 1’:5 )<%

If the unknown N; is replaced by its estimator Np;, the condition (36)
reduces to

37 max( s )<1

m;
which is the fundamental assumption under which the above theory
(for case (a)) of two-phase sampling for stratification holds good. Under
the condition (35) we see that the effect of selecting the samples from
different strata with probability proportional to z, is to reduce the vari-
ance by the quantity

@ Npeeliact Uil Ly oy

In the case of sampling with equal probabilities, we have
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and hence the quantity (38) reduces to zero.
To find an unbiased estimator of the variance (33), we write

2 N—m . LI
G V=D S P DB SV (Fidm) |
Hence,

@) V()= %Ea[zﬂm Y|+ +3 V(T m).

The estimator V(ﬁlmi) is obtained from (11) by affixing the sub-
seript ¢ to », m, N and s®. To obtain the estimator in the first term
on the right-hand side of (40), we consider the quantity defined by

h ja jo3 h o o
(41) 8§=§p¢(1’§— Y)’=§1pi Yi—-Y*.
Taking the expectations, we get
h o — fal —
(42) E(e)=E[ 2 a V(T m)+ F1} | - [V(¥) + 7

N(m—1) & \
=MD S p(T-T) +E[$1paV(¥ilm)]

where ¢;=1—p,. Hence, we have

@) Bst[5) P(Tm 7] = RN=R [ ST D= Spa ¥ (Tl ma |

On substituting from (43) in (40), we get

& o N—m 2_h oV )
(4) =2 S D= BTl mo)

Nim—-1) & ,
+—————(N I)ZPV(Ytl’MIt)

In the case of sampling with equal probabilities, the variance estimator
(44) reduces to the eq. (12.12) of Cochran ([1], p.274).

Case (b):
In this case, an unbiased estimator of Y is
fay4 jay4 h » n;
45 = = Lmg_ ﬂ)
(45) ¢E=1pt i EPt( " ngxu .

To find the variance of this estimator, we have
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(46) V(Y)=E[V(¥|my,- -+, m)]+ VIE(Y] 1m0, - - -, ma)]
=E[5V(¥im)| +V[ S p 7).

The second part on the right-hand side of (46) remains the same as in

the case (a) and is given by (31). Considering the second part, V(I_’:[m,-)
is obtained by Des Raj [3] as

=1 _ Ni(m,—1) ( 1 1 )
47 V(Y |m)= _1l)\e
47 (Blm)="" N m. o+ m. N,/
where
X Moy 5
4 1 lj YZ.
s Vis N M-

Substituting from (47) in the first part on the right-hand side of (46),
it becomes

49)  E[V( ff’lml, ey )]

L[ By —Em)) B (Bem)— 2D 5

[NN {Ier:nl)PQ‘J“Pz Q}Z‘j

o N vy o 7)) s

Substituting from (31) and (49) in (46), we get the variance of the esti-
mator. By adding and subtracting the quantity

(50) [%—'%P Qi— Pi] Si

1
m?
2
2

(]

this variance can be rewritten as

i

+%[z P(¥i— Y)2+2PtQi(Ti—E)SZ
sN-1ep (nZD - %2 1;: [NNilsf Al

It is found that the first two terms on the right-hand side of (51) form
the variance of the estimator, when sampling at both the phases is with
equal probabilities and at the second phase selection is made with re-
placement. In this case also, we assume that
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(52) N—l gy
i

Then, the effect of adopting the sampling with probability proportional
to z is to reduce the variance by the quantity

N(m 1) hPi N,—1 (A
(53) 'm(N—l)tZini( N; S- V)

In the case of sampling with equal probabilities

,_N—1g

=

i

and hence, the quantity (53) reduces to zero. It may be noted that in
this case there is no any rigid condition for the proposed sampling scheme
(case (b)) to be more efficient than the corresponding equal probability
sampling, except the one given by (52), which is usually satisfied.

Following the procedure used in the previous case, an unbiased esti-
mator of the variance (51) is obtained as

(5 V@)= | ST D= 20 (Vi |
+ D S pl(Tim)

where V(Iﬁfslmt) is given by Des Raj [3] as

~ B :, Moyl 1 /2 y,\2
55 =____t_[ Ju_ - (I ]
(69) Vxiim) ni(n;—1) fg iy M (/gl a:u>

e[ S B (S0 ) S|
+ =Mz s Yig _ Imy Yu V' _sYis ||,
N;n(m;—1) /21 z; m—1 ng x5 Z"l' xi;

Acknowledgements

The author is grateful to Dr. M. V. Jambunathan for his guid-
ance and to the Government of India for the award of Research Train-
ing Scholarship.

KARNATAK UNIVERSITY, DHARWAR, INDIA

REFERENCES

[1] W. G. Cochran, Sampling Techniques, Asia Publishing House, 1962.
[2] Des Raj, “Ratio estimation in sampling with equal and unequal probabilities,” J.
Indian Soc. Agric. Statist., 7 (1954), 127-138.



142

[31]
[4]
[5]
[6]

M. S. CHIKKAGOUDAR

Des Raj, ‘“On double sampling for pps estimation,” Ann. Math. Statist., 35 (1964),
900-902.

Des Raj, “Some remarks on a simple procedure of sampling without replacement,”
J. Amer. Statist. Ass., 61 (1966), 391-396.

M. R. Sampford, “Methods of cluster sampling with and without replacement for
clusters of unequal sizes,” Biometrika, 49 (1962), 27-40.

P. V. Sukhatme, Sampling Theory of Surveys with Applications, Iowa State College
Press, Ames, Iowa, 1953.



