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1. Summary

In this note we present the best linear unbiased estimates for
multivariate populations, which may not necessarily be normal.

2. The multivariate extension

Consider the usual multivariate linear model

(1) Exp(Y)= A ¢,

nxp nxm mxp

where n=>m and where

Yis Yoy ylp
(2) Y=(yl! yﬂ’ ...)yp): . . CICINY .
Ynrs Ynas ***y YUnp
Yo
=l: . :|, say
Yo

is a matrix of »p observations; A is a known matrix and

Eu &+ &y
(3) §=| - cotere =(ebezy"'»6p)r say
eml fmz ° 'emp

is a matrix of unknown parameters. We further assume that the vec-
tors y, (r=1, 2, -.., n) are all uncorrelated and that for r=1,2, ..., n

(4) Var (y.,) =pi =(g,5), say,

where the dispersion matrix ¥ is also unknown. The model (1) for the

1 This research was supported by the Air Force Office of Scientific Research.

63



64 J. N. SRIVASTAVA

Jjth variable reduces to

(5) Exp (y;)=A§,
Var (y;,)=a;;, 37=1,2, -, p, r=1,2, -+, n.

If we consider just the jth variable and ignore the rest, we can obtain

from (5), the best linear unbiased estimate ¢} é, of c¢;&;, where ¢; is any
m X1 vector such that ¢}§; is estimable. Let

(6) - =348

be a linear function of all the mp unknown parameters, such that for
each j, ¢/ &, is estimable. Let

Y4 A
(7) u= 31,
Then we show that u is the best linear unbiased estimate of 4.
THEOREM. Let

e=bly+ -+ +hu

be any other linear unbiased estimate of 6. Then, provided that the space
of the mpXx 1 vector

(8119 6121 ) Elp’ En, Yy emp)
contains at least mp linearly independent points, we must have
Var (z)>Var (u),

whatever the population dispersion matriz ¥ may be. (Notice that no
assumption of normality is involved.)

PROOF. Suppose
(8) u=digy+ --- +dyy,.
Since
Exp (2)=Exp (u)=0,
we have
Exp (z—u)=0,
or

(bi—d)Ag+ -+ +(b, —d;)A¢,=0,
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for all &, &, ---, §. This however implies
(9) (b,j_d_,f)A=01m’ j=11 21 ce, D,

where 0,, is a 1Xm matrix. Also since b, and d; are free of the obser-
vations Y, we have

10) Var (w)=Var (d, y,+ --- +d,y,)
=n 3 (d;d))os+n S @yd))oyy

and similarly

Var (2)=n 3} (8 b))o,,+n 3 (8 b)),y

Let A be of rank = and let W be the vector space of rank n—r,
which is orthogonal to the columns of A. Let 6, 6;, ---, 6., be an

orthogonal basis of W. Then from (9), there exist constants g, p,
cevy fyaer (3=1,2, -+, p) such that

(11) bj=dj+[l1101+.ujzoz+ e +[11, nerOn_r » j=1, 2, .-, p.
Let W be the vector space of rank r (orthogonal to W) generated by

the columns of A. Then since ¢} &, is estimable as an univariate problem
for the jth variable, it follows that

Rank (A)=Rank<é) o j=1,2, - p,

and hence that d; ¢ W, for all j.
Hence we have from (11)

b, b; =djd;+ i+t o s
Viby=didy+pppst -0 1y 0ty nr -
Therefore we get

Var (2)—Var (u)

p n-r n—r
nJE = #is)au+nj§,(§_l Pisttys)O sz

8=1

|
T .

n ?

2
] [j=1 #3015+ Ej,ﬂﬁ#rﬂu']

[£Zpe] , where goi=(ptisy frass == > Pps)

M

n

M=

n

8=1

[

But since Y is positive definite,
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#.Zpu,>0, unless p,=0,, (zero vector).

Since however z is different from u, we must have u,#0,,, for some s.
Hence

Var (z)> Var (u) ,

which proves the theorem.
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