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1. Introduction

Recently Markov renewal processes have been studied in connection
with the reliability of systems of mechanisms (see [1], [2] and [3]). In
this paper, several limiting distributions in Markov renewal processes
with finitely many states will be treated by making use of the theorem
in renewal processes given by Takdecs [4] and the central limit theorem
with regard to Markov processes, extended to the multi-dimensional case
from the one given by Doob [5].

2. Formulation of the problem

2.1 Definitions and notations
At first, necessary definitions and notations will be stated, which are
just the same as those used by Pyke (see [1] and [2]).

Qt)=(@Q4t)): A matrix of transition distribution defined on
(—o0, o) such that the mass functions Q,(¢) satisfy the conditions

(i) Q,t)=0 for t<0 and
() 2Qeo)=1 for 1sisr.
=1
H(t)=33Qu(t
a=(a,, +++, a,): initial probability vector.

DEF. 2.1. (J, X)-processes: a two-dimensional stochastic process
{(J, X,); n=0} such that X,=0, Pr{J,=k}=a, and

Pr{Jn=k, Xnéx/(JOy Xo)v e, (Jn—lr Xn—l)} =QJn_1, k(x)
S,,=2n“J X,, for n=0
=0

P=(p,), where p;=Q;(o0)
1
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DEF. 2.2. The integer-valued stochastic process {N(); t=0} and
{N,(t); t=0} are defined by N(t)=sup{n=0; S,<t} and N,(t)=number of
times J,=j for 1<k<N(t). The stochastic process N(t)={Nyt), -,
N,(t)} will be called a Markov renewal process (M.R.P.) determined by
(r, a, Q).

DEF. 2.3. The Z-process {Z,; t=0} defined by Z,=Jy, is called a
Semi-Markov process (S.-M.P.) determined by (7, a, Q).

Remark. An M.R.P. is almost surely a Z-process if and only if p,,=
0 for any state ¢ which can be reached with positive probability.

Notations.  G.(t)=Pr{N/(t)>0/Z,=i}, for t=0
P,t)=Pr{Z,=j/Z,=i}, for t=0

gi,(s)=5:e"‘dGi,(t), §>0
7(8)= S:e"‘dPi,(t), §>0
g.(s)= S:e‘”in,(t), §>0
w=|tHE, 1=isr

o= t—cyan®, 1sisr
Py= S:thij(t)' 1=<s, jé".'

oy=| t—u)dG®, 1=i,i=r

Remark. The mean recurrence time with respect to state 7 is de-
noted by i

2.2. Formulation of the problem

In the present paper we restrict our attention to those M.R.P.’s de-
termined by (r, a, Q) with r<co. Because of Lemma 4.1 in [1] all such
M.R.P.’s are regular, i.e., almost all sample functions are finite valued
step functions over (—oo, o). Moreover, we assume that every state j
is recurrent, i.e., G, (+o)=1. Now we are interested in obtaining the
asymptotic distributions of total sojourn times S)(t)(1<j<r) spent in state
J during [0, t]. Of course, the relation

2.1) S1S(t)=t, for all t>0,
=1
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holds. On sojourn time problems in renewal processes, Takacs has proved
the following theorem, in which the state space consists of two states
A and B, and &, or 7, denotes the mth duration times of states 4, B
and «(t), A(t) denote the total sojourn times spent in state A, B respect-
ively. (see [4]).

THEOREM (Takacs) If {é.} and {7.} are independent sequences of
positive random variables with properties

‘ é §i—Am
2.2) lim Pri{i=t ______<zi=G(x)
N0 A,’n“
and
é 7]1—B1n
2.3) lim Prii=t <z i{=H(x),
n>oo Bgnb

where A,=0, A;>0, a>0, B;=0, B;>0, >0 and G(x), H(x) are mon-
degenerate distribution functions, then there exist the limiting distribution
SJunction of B(t) such that

@.4)  lim Pr{%’ﬁ-§x} —P(z),

t>oco

where P(x) is a mon-degenerate distribution function, and C,, C; and ¢
are constants which depend on (2.2) and (2.3).

He has shown in Table I in his paper [4], various forms of P(x) in
accordance with combinations of values of A4,, B;, a and b.

In the special case of A,>0, B,>0 and 0<a=b<1, the limiting distri-
bution of B(¢) is given by

O ABy—ABZ
. 1 1 _ xX—
(2.5) ]2132 Pr ( Al )H_ata =z _Pr{_l_ﬂA}-i-T’l_gx} ’
A+ B,

where { and y are independent random variables with distribution func-
tions G(x) and H(x), respectively. Further, if {£,} and {7,} are indepen-
dent sequences of identically distributed independent positive random
variables, then

s ——E Lyt
2.6) limpr{_“FP ol o[« _f ,
t+oo [t \/ P +L‘_?L

a+B al B
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where a=E(§,), =E(1,), 0.=D(¢,), 0;=D(77,,) and &(x) = “/%__ S"" e ‘/zdy .
7 J-w
Remark. In the last case, it is easily seen that the distribution
functions G(x) and H(x), shown in (2.2) and (2.8), certainly exist and are
equal to &(x), and A,=a, A;=g,, B;=8, By=0, and a=b=1/2.
Making use of the results obtained by Takaes [4] and Pyke [2], it
is easily seen that the limiting distributions of total sojourn times S/(t)
(j=1, «-+, r) can be obtained only if the mean and the variance of dura-
tion time and of recurrence time with regard to each state are known.
Namely, if, in the theorem of Takacs, we take two states B and A for
state j and others respectively, then we can obtain immediately the limit-
ing distribution of S(t). Further, when the matrices of transition distri-
butions have a special form, we can obtain explicitly the limiting distri-
butions concerning an M.R.P., which will be stated in section 3.

3. The limiting distributions of total sojourn time in each state

LEMMA 3.1. Suppose the first and second moments of the distribu-
tion function G,(t)(1, j=1, «++, 7) exist and are finite. Then mean z; and
variance o} of recurrence time with regard to state j are obtained to be

3.1) de)=lm {Jfs(T—q(E)7
(3.2) dp)=lim 72 {[I— (&))" — ([T (2s)) "1} ™)
—(lim {fs(I—g(s)™1} 7Y
where u=(r,), p*=(p}) and ,A denotes the diagonal of a matrix A.

PROOF. The relation (8.1) was shown in the remark of Theorem
4.2 given by Pyke [2]. The relation (3.2) may be easily obtained by
considering that the relation

3.3) lim 871~ 29,(s) +9(28) = | #dG,(0)

holds, because lim s™%(1—2¢*+e7 ) =¢*.

S0

THEOREM 3.1. Let the transition distribution functions Q;(t) be ex-
pressed in the form

(3.4) Q) =p,H(), (1=1,j=7)

where the matrix P=(p,) is regular, and H/t)Y's have the finite means
and variances which will be denoted by



ON THE LIMITING DISTRIBUTIONS IN MARKOV RENEWAL PROCESSES 5

1',=S: tdH,(t), 03=S:(t-—r,)’dH,(t)..

Then the limiting distribution of the total sojourn time, S(t) spemt in
state 7 in [0, t], certainly exists for any initial state so that

Sty ——= R —

(3.5) lim Pr P <gloof P77 o),

bpee Vi §2 _ﬁ + 05— 0;
73 (y—r)

where py; and p}; are given by (3.1) and (3.2) respectively, and ®(u) de-
notes the unit normal distribution function.

PROOF. By the assumption that the transition matrix P is regular,
we may consider the initial state J, to be j without loss of generality.
Now we shall denote the events being in state 7 or in states other than

J by E; or Ej, and their nth duration times by &, or 7, respectively.

Then, it is easily seen that the events E, and E, occur alternatively,
and that their duration times {£,} and {7,} are independent sequences of
asymptotically identically distributed independent positive random vari-
ables, with means z;, #,—t; and variances o}, p}—a} respectively. There-
fore, we can obtain the relation (3.5) by making use of the theorem of
Takécs slightly modified.

Remark. To obtain the same result of the general M.R.P. as for the
special M.R.P. given in theorem 3.1, we have to use central limit theo-
rems for additive random functions shown in [6], which will be discussed
in detail in near future.

4. The limiting distribution of N(¢)

In the following, we shall consider the problems under a special
transition distribution functions such that

4.1) Qy)=p,H(), 1=1, jsr

where Hy(t) denotes the distribution function of duration time of state 7,
and p; denotes the conditional probability that the transition from state
1 to 5 occur at the end of duration of state <.

Such transition distribution functions may be useful in practical ap-
plications and easily treated because the M.R.P. generated by them has
similar characters to the Markov chain. Moreover, transition probabilities
py’s may be estimated from observed frequency counts and distribution



6 YASUSHI TAGA

functions Hi(t)’s are also estimated from observed duration times in each
states.

Now, it will be shown that we can take the (J, X)-process, stated
in section 2, for a discrete Markov process with two-dimensional state
space. Let us consider a Markov process {(£., X.), =0}, where §,=
J.-1, with initial probability vector @, a matrix of transition distribu-
tion @ given by (4.1) and two dimensional state space (I,, R), where I,=
{1,2, «-+, 7} and R=[0, ). Then we can determine the probability
measure on such processes based on @ and @, and the condition D,, given
by Doob [5, p. 221], is clearly satisfied only if the stochastic matrix P=
(p,) is regular —— there is only a single ergodic set and this set con-
tains no cyclically moving subsets. When we consider a real-valued
function f(-) of (4, ) € (I,, R) such that

4.2) f, 2)==,

the central limit theorem on Markov processes, given by Doob [5], can
be applicable.

LEMMA 4.1. Suppose that the transition matriz P=(p,) is regular
and that each distribution function H(t) satisfies the condition

S:t”"dbﬂ(t)<00, 1<i<r,
Jor some 6>0. Then

43 - lm Ea{ = S} (s Xa) =B o X,,.)}):r}=

exists, where Ea denotes the expectation for the initial probability vector
a and if ¢*>0, for any initial probability vector a

Ay

44  lim Pa{ V:Ta p [f(em, X,) — E{f En Xm)}]gx} = ()

uniformly in «, where f(-) is given by (4.2) and @(x) denotes unit nor-
mal distribution function. The formula for o' in (4.3) is given by

r r
(4.5) a?=Xaci+ 3 1t
j=1 4, k=1
where ¢;, o} and 7, are given by

4.6) r,=§:’th,(t), 1<jsr,
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@.7) a=|t—cyame, 1sisr,
0

and

48) o= Opy— a3 (PP —ax)

+ak2_1(pgj')_aj) ’ 1§j’ ké’f ’

0 18 Kronocker’s delta and a=(a,, +++ , a,) denotes the stationary pro-
bability vector such that

4.9) aP=a.

PROOF. Since conditions in the central limit theorem, given by Doob,
are clearly satisfied by assumption, we can obtain the results (4.3) and
(4.4) directly from that theorem. Therefore it remains to show the for-
mula (4.5) for ¢*. If we take a for &, which can be done without loss
of generality, then

Ea{ Ef(ém, X)) = E’a{Z‘. Xn}+Ea{23 X Xn}
= nZ arj+a)+n(n— 1)(}%0:,7,)2
+2 Z‘, 2 (n =D —aazse .
Therefore we obtain the relation,

lim Eq {

n—+0

] 76 X)-Eai ., X0 |}

r
_ 2
—2 a0+ > TixTiTk »
j=1 Jik=1

when we consider both 2( P —a,) and 3 n(p$P’ —a,) are convergent as
n=1

is wellknown in the theory of Markov chains.

Remark. Noting that

(4.10) 8, =33/ Gy Xn) =3 X,

(4.4) shows that

4.11) lim Pa{ S:/:’" gx} —0(z),
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where r=é a;r;. Moreover i (P> —a,) can be obtained as the (g, k)th
j=] n=1

element of the matrix

{U-P)"'—1}(I—-4),

a
where P=(p,), A=< : ) , a=(ay, *++, a,) and I denotes the unit matrix.
a

More generally, the following theorem can be shown.

THEOREM 4.1. Under the same assumptions in lemma 4.1, the re-
lation (4.4) holds for each function fi +) such that
x if k=jJ )
Sk, w)={ . (1=sj=s7).
0 otherwise,

Here we have to take a;g}+y;7; for o* in Lemma 4.1. More generally, the
random vector

4.12) {% (P —nayz), 15557} |

18 asymptotically mormally distributed, i.e.

n-»co

(413 limPa{—(SP—nas) <y, 1SIST| =0 10,
n

where S’s are defined by
(4.14) SS,D - i:ff;(ém’ Xm) ’

and ®@,-) denotes the r-dimensional normal distribution funmction with
mean 0 and covariance matriz (pa,0i+yxtite), 154, k<r.

PROOF. The first past of the assertion can be proved in the same
way as for lemma 4.1, when we notice that
E f j 67:.7 Xn =T
( 4.1 5) a{ J( )} it
2
lim Eq {%(ss,ﬁ—na,f,)} T

n+oo

The second part may be obtained, by applying the same argument to
the function g(-) defined by
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olk, ; w=u'flk, 2)=3) wfk, 2)

where u'=(u,, +++, %,) is any r-dimensional real vector on the unit sphere
and f'=(fi(+), +++, f(+)). In fact, for any fixed u, the random variable

(4.16) Vn=g uj%(s,(f)—-naﬂj) =__1_—,‘/;L_{mél g(em’ Xm; u)_ng ujaftf}

is asymptotically normally distributed with mean 0 and variance

jé (0,60,0% + 17,T)U Ui, because of (4.15) and the definition of g(-). There-
, k=1

fore, the random vector (4.12) has the r-dimensional normal distribution
@) given by (4.13) as its limiting distribution.

Remark. If we take Ui(t) for H(t)(1<j<r), where U,(t)=0 for t<1
and =1 for ¢=1, then the Markov process {({,, X,), =1} becomes a
Markov chain and S is identical to the number of times for the process
being in state 7. In this case, theorem 4.1 is reduced to the following
results :

the random vector {71_—(S§,f>—naj), 1§j§fr} has the r-dimensional nor-
n

mal distribution with mean 0 and covariance matrix (r,). (This result
is obtained by P. Billingsley [7]).

THEOREM 4.2. Under the same conditions of lemma 4.1, the limit-
ing distribution of N(t) certainly exists, and is given by

(4.17) lim Pa{—(%))—;%'——é 2} =0(),

where f=;' ajr, and o* is given by (4.5).
PROOF. By the definitions of S, and N(t) (see section 2), it is easily
seen that
(4.18) {N@®)<n}=({(S.zt},
for all t=0 and n=1. Therefore,
Pr{N(t)<n}=Pr{S,=t}, for all t=20 and »=1, and

N(t)—i n—-"L

—Pr S,—mnr N

J_ EVES B A

(4.19) Pr
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Putting
e[t T
we obtain
n—__
(4.20) {%}T__—:x and ELTiJg =—z.
T T

Substituting (4.20) into (4.19), we obtain

Nit)—-2—
T —
“.21) lmPr]— " <ol =limPr]S=" > _sl-1—0(—z).
. t—o0 L _t_ n—00 g',\/;i_
T T

Since 1—-9(—x)=@(x) our assertion (4.17) is proved.

5. Conclusion

We are interested in some limiting distributions of M.R.P. N(t)=
{Nf(t), 1=<j<r} or the total sojourn times in each state for a special
M.R.P., in which transition distribution functions have the form Q,(t)=
p;H(t). To obtain the same results for the general M.R.P. and the
limiting joint distribution of {S)(t), 1<j<7}, we have to use a different
method, which will be stated in a paper, to appear in the near future,
with examples in practical applications.
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