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1. Introduction

There are several sampling methods available to increase the precision
of the estimator of the population total or mean. When a supplementary
variable, x, which is eorrelated with the characteristic of interest, y, is
available for all the N units in the population, one can use any of the
following methods: (1) Draw a simple random sample of = units and
use a ratio estimator utilizing x. (2) Stratify the population according
to x and draw a stratified random sample. (8) Draw a sample of n
units with probabilities proportional to sizes x (p.p.s.) with replacement
(p.p.s. sampling without replacement is not considered here). Cochran
[1] and Des Raj [2] have investigated the conditions on the relative
accuracy of these procedures, assuming certain models. However, in
practice these results are only of limited use in deciding the sampling
procedure, since it may not be possible to verify these conditions.

Now, suppose the researcher has chosen a sampling procedure from
whatever knowledge he has and draws the sample accordingly. Then it
would be of interest to the researcher, for future guidance, to estimate
the amount of gain or loss in efficiency he would obtain if he had used
a different sampling procedure. Cochran ([1], p. 97) estimates the vari-
ance of the estimator in simple random sampling from a stratified ran-
dom sample and thus estimates the efficiency of stratification. Sukhatme
([4], p. 1385) extends this to p.p.s. sampling with replacement. Mokashi
[3] estimates the variance of the ratio estimator in simple random sampl-
ing from a stratified random sample. Therefore, his result can be used
to estimate the variance in method (1) from a sample drawn by method
2).

The purpose of the present paper is to consider the above three
methods in all possible ways and estimate the variance of the estimator
in one method from a sample drawn by another method. The criterion
of unbiasedness is used in finding these estimated variance (except, when
estimating the variance of the ratio estimator, we use the usual pro-
cedure of substituting sample estimates for each term in the variance
formula). The precision of these estimated variances is not investigated.
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2. Method (1) vs method (2)

First we consider a simple method of deriving Cochran s result. Let
there be L strata with N, units in the ¢th stratum (2 N N) and n, is
the number of units in the sample from the ¢th stratum (2 n,=n). Then
it is well known that

V.= N7, (1)
1

where %, is the sample mean for the tth stratum, is an unbiased estimate
of the population total Y—E N,Y, and that the estimator of the vari-
ance of Y,, is

v(f'u)=2f Ny (i—%‘)sz (2)

where s} is the sample mean square of the %’s for the tth stratum. We
are interested in estimating, from the stratified random sample, the
variance of the estimate in simple random sampling, namely

vavp =20 (45— v (3)

where y is the sample mean. Since

) (4)
and
est Y= i—u(Fa), (5)
it follows that
N(N—n) __ 2 14
st V) =DO=B [ N sy Lii—o®al]. (8)

It is easily verified that (6) is equivalent to the expression given in
Cochran [1], namely

est V(Ny)—N ((11\\77:?)) [Z Wsti— Z Wt /n¢+§f] Wsi/n,

~S WaN+3 Wa— (S War]  (7)

where W,=N,/N. For computational purposes the form (6) seems to be
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more convenient, since ¥, and ( IAC,) are computed beforehand.
Now consider the converse problem: To estimate the variance of
the estimator in method 2, namely

WP = EL N(%—%)S (8)

where S? is the population mean square of the y’s in the ¢th stratum,
from a simple random sample of % units. Let #, denote the number of
units in the simple random sample that belong to the ¢th stratum. Note

L

that =; is a random variable and > n,=%. Define the new variables
1

Y by

=Yy, if the ith unit in the population belongs to the tth stratum

=0 otherwise. (9)
Then
N n Y N ol
E;EI Yi=Z Y=Yy (10
Also, since
12 \_m(ld ' NiF:
VS a)=r () - v
Z= T (L5,) oL 5 4)]
est (VT )= (L300) —o(L 51 i) (2)
where
o(Lsiy)=Bom 1 [é;y?_ (Eyf)] 13)
nT Nn n—1LT" n

Therefore, from (10) and (12), we have

est St=est (Z:} ¥5,—N.Y?)/(N,—1)

» i B e
T YL

and hence, from (8),
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"t

N(N,— ’nt)[_ (N—n)
est V(¥,)= NZ n(N,—1) L{ + N('n—l)}

X% (N-1) (2 W)’]
n (n—1) =N, ’
(15)

We compare (15) with the large sample estimator of variance of the
ratio estimator f’R=(17/§)X, namely

Py} 2

v(Y)—ME( 4%), (16)
n(n—1) z

to estimate the efficiency of Y. over Y,, . Also, it may be of interest

to compare (15) with the estimator of variance of N%, namely

W= L0 S ). arn
Example 1: Cochran ([1], p. 113) gives the data of a simple random
sample of 49 large cities from the population of 196 large cities in the .
United States. Here y; and x; denote the size of the ith city (in 1000’s)
in 1930 and 1920, respectively. The population total, X, is known from
the previous census and is equal to 22,919. Consider now the following
stratification: L=2 and stratum 1 is composed of all cities of size less
than 100 and stratum 2 consists of all cities of size 100 and larger.
From the information on z;, we have N,=132 and N,=64. Let n,=25
and n,=26. The stratification and the allocation of the sample we em-
ploy here are, obviously, not the best and are meant only for illustra-
tion. From Cochran’s data it is seen that

n,=35, ny=14, Sy, =2496, 3 y?,=194,258,
1 1

’ ’

> ,,=3768 and ;”y;,=1,333,624.
1
Using formula (15) we find
est V(¥,)=196 x 17788.8.
And from (16) and (17)
v(¥r)=196x1861.5 and v(Ny)=196 x 45476.6.

Therefore, the estimate of the per cent gain in efficiency of f’,, over
Ny is ((45476.6/17788.8)—1) x100=155.6%. On the other hand, the

estimate of the per cent gain in efficiency of YR over Y, is
((17788.8/1861.5)—1)=855.6%.
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3. Method (1) vs method (3)

Let p,=2,/X denote the probability for drawing ith unit in the first
draw. The problem is to estimate the variance of N7y (equation 3)
and ‘

Tt L

from a p.p.s. sample of # units drawn with replacement. The p.p.s.
estimator of Y is

P, e=31y/1ps 19)
and the estimator of variance is
A Xl n 1 n y 3
Y )= £ i~V g8y 20
U Yom) n(n—l)z(:ci nzxi) (20)
Now
n 2 N
Ex- Y% =5y, 1)
np; 1
and, since
(¥,)=E(¥:) -, 22)
est Y=Y aos—V( Y,,,,,) (23)
Therefore,
—_N(N—n)[" yi _ 1 5, & :I
t = — Y2, —u(Y, . 24
est V(NY) WN=D) P - N{ 2os— V(Y pp)} 29

To estimate V{( ?R) we use the usual procedure of replacing each term
in (18) by its unbiased estimator. Therefore,

est V(P.)= NN-—m[$ % 29 (2 yixi)

nN—-1) L npi X np;
(2 xt/ np;) 2 Y,
+ Z) (7, — (T} | (25)

It may be pointed out that sometimes it is possible to construct
alternative unbiased estimators of variance. For example, since V(N)
can be written as
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e N=m) &
V(N y)—mi}‘:’ wi—y-), (26)

an unbiased estimator of (26) from the p.p.s. sample is

27) — (N—n) = tite EIPYIAY |
est V(Ny) A(N=1) = nin—Lpp, ) 27)

where ¢; is the number of times 4th unit is selected in the p.p.s. sample
N

(= ti=m) and E(tt,)=n(n—1)pp.. Note that (24) is, in general, not
1

equal to (27). However, (27) has the advantage that it is always

positive (it is not clear whether (24) is always positive).

The converse problem of estimating the variance of ¥, from a
simple random sample is quite simple. Since

V(Y,,)= % ¥ Y ﬁ P (_y_i_ﬁ)’, (28)
T ap, M <Ke nmo \p, Dy
nn—1) & n \p;, P,

One compares (29) with (16) to estimate the efficiency of ¥ over IAfp,,,.

Example 2: Sukhatme ([4], p. 183) gives the data of a p.p.s. sample
of n=34 villages drawn with replacement from a total of N=170
villages. Here y; is the area under wheat in 1937 and x, is the total
cultivated area in 1931 for the ith village. Using (20), (24) and (25) we
find that

0(¥yp) = (170)* x 53.38,

est V(Ny)=(170) x 306.81,
and

est V(¥z)=(170)*x53.88.
Therefore, the estimate of the per cent gain in efficiency of Yp,,. over
Ny is ((306.81/53.38) —1) x100=475%,; the estimate of the per cent gain
in efficiency of Y,, over ¥, is ((53.88/53.88)—1)x100=12%.

4. Method (2) vs method (3)

It is required to estimate the variance of the estimator in method
2 (equation 8) from a sample of » units drawn with p.p.s. and with
replacement. Let n; denote the number of units (not distinect) in the

' L
p.p.s. sample that belong to the ¢th stratum so that 33 m;==n. Then,
1
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defining the variable ,y; as before, we have

LY. N ¥y
Es Yoy =34, (30)
and, since
V(8- =F (s ) -7 (31)
np; NP
where p,=z,/X,
est Nj’g:L[(ﬁ &)z_v (iﬁ_)} (32)
N, NP, np;
where
'U(i‘. Yi )___ 1 l—z'} Yii _(ZL Yy )2] . (33)
np; n—1L NP NP.s

From (30), (82) and (33), we have

estSi=—_1 [z‘, Yis {1+ 1 }

(N:—1) NPy N(n— l)pu
_ n “; Y 2
N(n—1) (E np, ) :l ' 68

Therefore,

5 & NN—m) [ 4, 1
est V( Yst) 2 'n,(Nt—l) l_2 np,; {1+ M(n—l)pu}

B N,(:—l) <2 é;)] ' 3%

We compare (35) with (20) to estimate the efficiency of f’m over ¥, .

Consider now the converse problem of estimating V{( f’,,,,,,) from a
stratified random sample. We have

NS vy b5 v 3 ¥ (36)
T n, T ap, T Tmp, T up

and, since

V(¥)=E (é N,‘t)z— v, @7)

est Yi= (i: N:,)’—v( ?) 88)
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where o( IAf,,) is given by (2). Therefore, from (28), we have

est V(T =31 0esy B2/ (5 ) —u(,) ]. (39)

We compare (39) with (2) to estimate the efficiency of ¥, over Y. .
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