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1. It has been shown by several authors [1], [2], [3] that the in-
dependence of sample mean and some quadratic statistics characterizes
the normal distribution.

In this note we shall give a more general result.

2. Let 2, x,, - -+, x, be independent and identically distributed random
variables with density »(x) and variance o°. Set

=_1 & T - =\

r=— x;, 8= x;,—x) .

Y o .-5;‘3'( ;—Z)

By a kernel of a symmetric statistic U(z,, 2., +--, 2,), we mean any
statistic u(x,, 2;, + -+, ) (n=m) such that,

—m)!
U, %y <, 9;")=£'"'_n'7§2:. p u(xilr Ligy ***y mim)

where the sum is taken over all permutation (¢,, 2,, * -+, %,,) of m integers
such that 1=<i,<n, i,,;bi,tif k+1 (k,1=1,2, .-+, m). The symmetric
statistic U is refered to as a U-statistic. Note that if z,, «,, .-+, 2, are
independent and identically distributed, we have

( 1 ) E(f(xh ) wn)'u(mn ey xm))=E(f(m1’ M) wn)' U(xlv %y xn))

for any symmetric statistic f(x,, z,, -, ®,).
Now we have,

THEOREM: Let h(x,, @, +++,%,) be any distribution-free unbiased
estimate (d. f.u.e.) of variance o,

(i) If © any h are independent, p(x) is the normal density.

(ii) If, conversely, p(x) i3 the mormal density, & and h are uncor-
related.

(iii) If, in addition, h is invariant under the group of all trans-
lations x,—x;+c, which will be denoted by G, them it is
wndependent of T under the assumption of mormality. '

The proof of this theorem is based on the following lemmas.
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LeMMA 1: A statistic h(x, ---,2,) is a d.f.u.e. of variance if
and only if it is a kernel of s

ProOOF: If part is obvious. If, conversely, h is a d.f.u.e. of variance
then the U-statistic corresponding to % is a symmetric d.f.u.e. of variance.

But by [4], the order statistic is complete sufficient for the class
of distributions over R" corresponding to each coordinate having the
same distribution function which is any absolutely continuous distribution.
Hence by [56] (Theorem 5.1), s* is the only symmetric d.f.u.e. of variance
and we have U=s? as was to be proved.

LEMMA 2: Let %, %, ++-, x, be independent and mormally dis-
tributed, and g(x,, ++-, z,) be a statistic.

(i) If g is imvariant under G, then it is independent of Z.
(ii) If g is a kernel of a U-statistic which is invariant under G,
T and g are uncorrelated.

ProoF: (i) g is independent of the location parameter of which Z is
the complete sufficient statistic. (see e.g. [6]).

(ii) In view of (i), # and U are independent, hence they are un-
correlated. The desired result follows from (1) with f(x,, z,, «« -, 2,)=Z.

PROOF OF THE THEOREM: (i) We have, from lemma 1 and relation (1),
(2) [+ | st-exp(it)- p(w) - - -p@)d, - d,
=[] v-exp(it®)-p@)- - (o) da- - -da,

=OL 5 [ e, 22, exD(i02) - P@)- - (@) die - -d,

= S .o S R(xy, -« +, ) exp(it,E) p(x,) - « - p(,) -+ -d,
The joint characteristic function of ¥ and & is
P(ty, t,) = S oo Sexp(itli) -exp(it,h)-p(x,)- - - p(z,) da, - - +d,
Therefore, if £ and % are independent, we have
S- . S h-exp(it,®) - p(x,)- < - p(x,) dx,+ - - dz,

=S. . S hep(@)s « + D(x,) d,- - 'd“"'g' . S exp(itE) » p(x,)+ + - p(,) da,- + - diz,
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But by (2) this is equivalent to
S . S s'.exp(it, %)+ p(x,)- - - p(2,) Az, + - d,

=[-+-Jorpi@)- - p@) daye - -daye -+ exptit)- (o) - - pia,) dao - -ds,
which leads, as was shown in [1], to the differential equation

() THO ¢ (Y g 0
¥ty L2 (Y oy e

with
«1»(t)=§e“=p(x)dw, t=tn

the solution of which is the characteristic function of the normal distri-
bution.

(i) and (iii) are immediate consequences of lemma 2.
Examples.

(i) h=—L" 3 pix:—), 3 p=1
n—1i=1 =

is a d.f.u.e. of variance

(i) (J.N.K. Rao.)

n

h=d*=(3

=1

B 33 G+ o+ L)

=1

<.

where

i‘,l.-j=0, for 1=1,2,¢++, n,
=1

is a d.f.u.e. of variance which is invariant under G.

(i) Az, *o-, z,)
=8+, ipi(@) + 3 al;Py(%i, T)+ o0+ alTh, | Paa(@iyy 00, Ty )

where 3 ai=3) alj=-.-=3 a7}, =0, and @, Py, -+, P, are symmetric
integrable functions,
is a d.f.u.e. of variance which is not necessarily invariant under G.
If x!s are replaced by x;—%, then h is invariant under G.

3. The same reasoning applies to the multivariate case, as was shown
in [1] and [3].
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Let p(x,, +++,2,) be the density of r-variate ,, %,, *++, &,, % (k=
1,2 ¢-em, t=1,2, -++r) the kth observation on the ith variate,

- 1 . .
=— =1’2’ooo,
and
s.-,-:n__l_l 3 @n—F) @a—E)  6,5=1,2, 0, 7.

Then, a statistic h;; (2., €, ***, Tpi Tujy Tajy =+, ;) is a d.f.u.e. of
covariance ¢;; of x; and x; if and only if it is a kernel of s;; and assuming
that the distribution of A,; is independent of the joint distribution of r
sample means (%,, %,, -+, T,), we obtain the equation

@) Yu_Ybi_ g
v ooy
where

1]/-=1,;~(t1. . .tr)zs. . ,S e‘“l’l“’"""‘f”f)-p(wl' . .x') dwl. . 'dﬂ;,

L =
A& at,’ V= otot;

If (8) is true for ¢,5=1,2,.+-, r, we have a set of partial differential
equations which leads to the characteristic function of the multivariate
normal distribution.
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