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1. Summary.

A convergence theorem is given which is useful in proving that a
sequence of real-valued, discrete probability distributions converges to
a continuous distribution. It is a modification of Scheffé’s ‘‘ useful ”’
convergence theorem [1]. As examples the hypergeometric distribution
and the conditional distribution in the contingency table are proved to
be asymptotically normal.

2. Theorem.

At first the theorem is stated in the one-dimensional form and later
generalized to the multi-dimensional case. Let {X,}.-....., be a sequence
of integral-valued, discrete random variables taking the value » (r=0,
+1, +2, --+) with the probability p,(r), 3= _.p.(r)=1.

Theorem. If there exist a sequence {,} of real numbers and a
pdf f(x) (with regard to the Lebesgue measure) such that

(1) im V' np ([t +V nal)=f(x) for any real x,
brackets denoting Gauss symbol, then (X,—p,)/V'n converges in law
as n—oo to the distribution with pdf f(x).
ProOOF. Put for each n
fn(x)zl/an([ﬂn"'l/_ﬁx]) —oco L r<ow ,

Then it is easily seen that f,(x) is a pdf (w.r.t. then Lebesgue measure).
Since the assumption (1) implies lim,..f,(x)=f(x) for any real z, we
obtain from Scheffé’s theorem [1] that

lims f,,(:c)dw:S f(x)dx for any real a .

For a given ¢>0, if n is sufficiently large such as V" 7ne>1, then we
have
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(n, Vi al a+e

[ rwaes"s pos| feia.

Since

[#, + Ynal

'S, =P St +V Ta)
=P(X, =, +ﬁa’)=Pr((Xn_ﬂn)/ﬁ <a),
it holds that

lim P,( X"__ﬂ" ga)ga f(x)dx for any real a,
" Vn e
which proves the theorem.

Now the theorem can be generalized to the multi-dimensional case.
Let {x.}@=-1s.., be @ sequence of k-dimensional random variables of the
lattice type: there exist points x,, (r=1,2, :--) in R* and a system
{a,, +--, a;) of linearly independent vectors in R* such that x, takes
only values of the form x,,+ >%.,r.a;, r; being integers, with the proba-
bility p.(xp+>% . 7a;). Let v be the volume of a unit lattice generated
by {a, -++,a;} and let the symbol [ ], be defined as follows: if a
vector x is represented as x=x,,+ >\, t;a,, t; being real numbers, then
[x,] =X+ k. [E]as, [ ] denoting the ordinary Gauss symbol.

Theorem (generalized). If there exist a sequence {{,} of points in
R* and a pdf f(x) (with regard to the Lebesgue measure in R*) such
that

an lim v="n**p,((tt.+V n x],)=f(x) for any x in R*,

then (x,— )V n converges in law as n—o to the distribution with
paf f(x).

The proof is quite analogous to the preceding one and is omitted.

REMARK. The theorem can be generalized further by permitting
the lattice form to depend on n, where it is required only to a assume
that the unit lattices for n=1, 2, ... are bounded. On the other hand
it might happen that our theorem is a known result, considering the
simplicity of its proof. We could not, however, find in literature an
explicit statement of relevant conditions.
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3. Examples.
Example 1 (Hypergeometric distribution)
Let the random variable X, be defind by

P(X =r)=(f)(ﬁ:f)/@’), 0,n+D—N<r<N,D,

where N, D and n are positive integers and D, n<N.
We consider the limiting condition N, D, n—o under the restriction
that

D=Np+o(V'N) and n=Np'+0o(V/'N),
where p and p' are constants, with 0<p<1 and 0<p’'<1. Putting
ty=Npp’,
f(x)=(2rpp'qq’)~" exp [—2*/2pp'eqd")] ,

where ¢g=1—p and ¢'=1—p’, we can verify the assumption (1) of the
theorem by use of the Stirling formula and therefore X, is asymptotically
normal with mean Npp' and variance Npp'qq’.

Example 2 (Contingency table)

Let the random variable n,;(1=1, +--,7;j=1, - -+, s) follow the multi-
nomial distribution (n, {p{,}), that is
P(ny)= —"1 1,11, (p)
D T, P
Put p;.=2§-1 p{_g, p._’;‘—“z;,l p;j, nt.=2§=1 n” and ’)’L.;‘——‘-‘Zf-l ’n“- If it hOldS
that p},=p..p’, for any 7 and j or if row-and column-classifications are
independent, then the conditional distribution of {n,;} given the margi-
nal totals {n,., n.,} is well-known to be
n,. Mn., !
2 Pn,,|n., n.,)=—t2t 173"
(2) (s 1., M) 7 HL,TLm, ]
where independent variables are those (r—1)(s—1) among m,,’s which
are linearly independent of %,. and 7., Suppose now that they are
Ny (1=1, «ee,r—1; g=1, ¢+, 8—1).
We shall consider the asymptotic behavior of the distribution (2)
when n, n,., n.,— under the restriction that
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(3)  n=np.+o(V' M), n.,=np.,+o(V'n), (i=1,.-+,7r;5j=1,.-+,5),
where p,. and p., are positive constants with 3, p,.=3,p.,=1. Put
(4) Hasn="D.D.; (i=1, e, 7;5=1, +++,5)
and

(5) f(:cu)=(27z)—(r-1)(:-1)/s(ﬁ p..>—(’-1)/2(ﬁ p.l)—(r-l)/a

fml J=1
15L& o
X exp ( > 15:,‘1 ng -p:—‘p’-J—) )

where independent variables are z,, (=1, ---,r—1;j5=1, ---,8—1) in
accordance with %, in (2) and other z,,’s are defined by z,.=3>j., ,,=0,
Z.;=>1..%,;=0 for any ¢ and j. Then it can be shown after some
manipulation that the assumption (1’) of the generalized theorem is
satisfied.

It now remains to show that f(x;,) defined in (5) is really a pdf
with (r—1)(s—1) dimensions. This is seen as follows: Let the random
variable X,, (i=1,.--,7r;5=1, --.,8) follow independently the normal
distribution N(O Pi.p.;). Their joint pdf is then written as

Do) =) (D) (Lp. ) exp (— 5 BT, T )
sy

Put Xl‘.zz_gX‘], X‘J=Zl X“, X..=Z‘ ZJ X'J, Y¢=X(._p‘.X.. and Z_’:-
X.;—p.,X... Since (Y, ---,Y,.),(Z, -+, Z,_), and X.. are mutually
independent, their joint pdf is

(Y, 25, x..)=(2m)~ "+ -VI([Lp,. )~ (I,p. ;) ~V* exp <—% ) ’

where

2 2 2 2
Q=Y 45 % 4p T 5Lt g
t D I Dy t Py I Doy

Hence by division the conditional distribution of X, given Y,=y,
Z,=z, and X..=x.. or in other word given X,.=z;. and X.,=x., is re-
presented by the normal pdf

Pl 21 )= (2) L)L)

—_— “‘_ﬂ__ x5 2
xexp| ~(nim,H— 3 25, 2],
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When z,.=2x.,=2..=0 this conincides with (5).

Consequently the conditional distribution (2) is asymptotically normal
with mean (4) and standardized pdf (5). This fact is stated by Rao [2]
in a heuristic manner, though not rigorously. This together with Mann-
Wald-Chernoff’s theorem ([4], theorem 2) implies that given {u,.,n.,},
the statistic

PRSI MMy ’/ NN

x g&% (n” n > n

follows conditionally asymptotically x* distribution with (r—1)(s—1)
degrees of freedom.

Example 3 (Intraclass contingency table)

Let the random variable {ng, n}(,5=1,--,k;41<j) follow the
multinomial distribution (n, {p?, 2pp’}), where p!(i=1, - .., k) are positive
constants, >, pi=1. The intraclass contingency table is referred to by
the present author and G. Ishii [3] in contrast to the ordinary con-
tingency table. Put n,=n,, (i<j) and n,=2n,+ 3, Ny It is proved
in [3] that the conditional distribution of {n,, n,,;} given the ‘‘ marginal
totals”’ n, (i=1, ---, k) is

¥ ™I 1, |
6 P o , n )= st 2t B
(6) (B41, Mgy |M0) (2n) TI,n,, I, 4 !

where independent variables are those k(k—1)|2 among {n, n,,} which
are linearly independent of 7,. Suppose that they are n,, (¢, j=1, ---, k;
1<J). Then the distribution (6) is of the lattice type of which a set of
generating vectors is given by

r2 0 -
a, .
0 L—1
[ _ 2
a, - 110..-0 0] —1
. 1 01..00 0
100.--0 1 -1 Hk—1)(k—2)/2
010..01
“Qpx-n2- 0 0 0 o0 1 1 —1]
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where coordinates relate to n,, arranged in the lexicographic order with
regard to ¢ and 5 (3, 5=1, ---, k; ©<j), whence v, the volume of a unit
lattice, is 2%-1,

We shall consider the limiting condition 7, #,—c under the restric-
tion n,=2np,4+-o(v'n), where p(i=1,...,k) are positive constants,
Sip,=1. Put

(7) Hin=nDi, Ligm=2nDD, ,
and
(8) £ (@4, ;) =(2m) kD= (= DE+DI([] p ) =+12

(s =i _Th ]
<o -5(3 53 g )

where independent variable are z,, (¢, 7=1, «+-, k; 1<J), ®;; defined by
Ly =28+ 3 g £y =0, T, =2,(1< 7).

Now it can be shown as in Example 2 that the equation (1') of the
generalized theorem is satisfied and that the function f defined in (8)
is really a normal pdf. The conditional distribution (6) is therefore
asymptotically normal with mean (7) and the standardized pdf (8),
while the conditional distribution of the statistic =3 >%<; (n—
E(n;,))*/E(n,,) is asymptotically a y* distribution with k(k—1)/2 degrees
of freedom.
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1.

Read
V(o) - 15
8 17)

><[(77+-g—j>

[X]n

while X, are defined by---

Instead of
V(6)=16
@ 0

J=0 j!

X[(v+_12’i—j)

[Xa]
Xu defined by- .o



