NOTE ON LINEAR PROGRAMMING

By Yukio Suzuki
(Received Jan. 12, 1959)

1. Introduction

In this paper, we treat some computational methods of linear pro-
gramming. As well-known, any linear programming problems can be
completely solved by the simplex method proposed by G. B. Dantzig.
Of course, some modified, or short-cut methods have been so far studied
for special linear programming problems, for example, transportation
problems, production scheduling problems, etc. However, they are all
based upon the same principle as the simplex method.

The recent development of automatic computer with large capacity
of memory makes it possible to solve linear programming problems of
considerably large scale which is not manageable for hand computer or
electric computer. The methods treated in this paper seem to be useful
for solving of linear programming problem by automatic computer.

Suppose 2° be an optimal solution of the following linear program-
ming problem;

Maximize ¢’z

subject to
(1.1) Az<P,, =0
where A=(ayy) 1=1, 2, «-h, m; j=1,2, «-o, n

Pi=(®, b, ---, b,), c¢'=(cy, €y +-+, C,)
2'=(%;, Ty ---, ), X”=(x2, X3, ++-, X2).
Let the optimal solution 2° be already known by computation.

When the coefficient matrix A, the vector b and ¢ are changed, we
obtain a new problem. We discuss in this paper whether there is any
method which enables us to solve the new problem by using the in-
formation that the optimal solution of the original problem is 2°. The
reason why we discuss such a question is that the use of the above in-
formation seems to make it easy or economic to solve the new problem.

In section 2, we treat the case where b-vector is changed. In this
case, the basis corresponding to #° in the original problem is not always
the one corresponding to the optimal solution of the new problem.
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In section 3, the case, where the matrix A is changed, is treated.
In section 4, we treat the case where c-vector, the coefficient vector of
the objective function, varies. This case is very easy to treat.

In section 5, we treat the new problem which is derived from the
original problem by adding some restrictions, and in section 6 the new
problem derived from the original problem by elimination of some re-
strictions.

2. Change of P,-vector.

Let A be (mxn) rectangular matrix, and P, P, ---, P, be its
column vectors. Then, without loss of generality, the original problem
(1.1) can be written in the following form;

Maximize :
2.1) X+ eyt - - - +e,2,
subject to
2.2) Pa,+Px,+---+ P, =P,

2,20 (i=1, 2, ---, n).

Now, let the optimal solution #° of this problem be known by
¢ Simplex '’ method, and let the optimal basis corresponding to «° be
P, P, ---, P,. (The last assumption does not put any restriction on
us, for we are always possible to satisfy this assumption by relabeling
the suffices of P..)

Therefore, the following relation is satisfied ;

(2.8) Pal+ P+« -+ Ppan =P,
(2.4) 2{>0 (Ii:lr 2, .-, m)'
Let us now consider the new problem where P, is changed into P,4¢,
that is, the new problem is to maximize
CiX,+Cy oo o FCp2,

subject to
(25) P1x1+P2w2+ e +an'n=Po+€

xtgo (7:=1; 2’ ] n)

where &' =(¢,, &, +*°, €n).
Now, let B be the square matrix whose column vectors are P,, P,,
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e+, P,_, and P,, and let B! be the inverse matrix of B.
Because {P,, P,, ---, P,} is the optimal basis of the orlgmal problem,
B! is already known from its optimal tableau.
Suppose B; (i=1, 2, ---, m) be the i-th row vector of B!, that is,

B
g
Bm
Then, we obtain
(26) e= 3 (8P,

Therefore, we obtain from (2.3) and (2.6)
Py+e= ﬁ; 23+ B8P, .

We must here consider the following two cases.

i) xg'l‘ﬁlsgo (7:=1v 27 ] m)-
ii) There exists at least negative one among 2!+B¢ (i=1, -+, m)
Case i).

In this case, {P,, P,. ---, P,} is obviously a feaasible basis. Fur-
ther, it is easily proved that it is an optimal basis for the simplex
tableau of the new problem with the basis {P,, P, ---, P,} coincides
with the optimal one of the original problem except the P,-column,
which assures that the optimality criterion is satisfied, that is, Z,—¢,=0
(7=1, 2, «++, m).

c _—> C1 Ca Chn Cn+1 Cn

} Py+e P P, Py Py P,
¢ P, 21+ B1e

Co P, 20+ Bae i=1, 2,

: . . Tis (_1 1, 2, )

Cm Py | om0+ Bme

Zi—c.} Zi—c1 Zy—ecs, oo Zo—Cm, e Zn—Cn

Fig. 2.1.
Therefore, the optimal solution is

2, =204 Be =1, 2, --+, m)
x;=0 (j=m+1, ---, n)
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Case ii).

In this case, {P,, P, ---, P,} is not a feasible basis of the new
problem. However, we can obtain the optimal solutive of the new
problem by the modification of the problem. Let x2k+,8,ks k=1, 2, ---,
1) be all of negative ones among x}+B¢ (i=1, 2, -+, m).

Consider the following modified problem; Maximize objection function:

n 1
(2.7) jz‘,glc,aa,—Mgi Ys,
subject to
n 1
(2.8) 2P+ 3 (—P )y, =P+e
J=1 k=1

2,20 (7=1, 2, .-+, m), %,céo k=1, 2, ---, 1)

where, M is a sufficiently large positive number.

It is easily shown that, if there exists the optimal solution of the
problem (2.5), it coincides with the optimal one of the modified problem,
By introducing new vectors —P, (k=1,2,.--,1), the following relation
is satisfied ;

2.9) S P +Be)+ S (—P,)(—al,~B8,9)=Pyte
(1%, k=1, 2, +--, 1)
wHAez0; —ah—F,e20, k=12, .o, 1, (i#0).
This means that
n=s@tee), a={_ itk (1=hZoom)
2,=0 (G=m+1, -+, n)

is a feasible solution of the modified problem, or, equivalently, {8,P}
(=1, 2, ---, m) is a feasible basis of the modified problem.

e — c; €y .- clk e Cm Cp+1l -+ Cy -M
\ | Basis Pyte P P, - Py -+ Pn Pawi - Pu | —Py
¢ Py 210+ pie

-M _Pik —tttko—BtkE cees e.—1 ceas PO 1
Cn Py, Zm0+ Bm€

Fig. 2.2.
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Figure 2.2 indicates the simplex tableau of the modified problem with
the basis {&P.}.‘

If we apply the *Simplex’’ method regarding the tableau of Fig.
2.2 as the initial one of the modified problem, we can reach the optimal
solution after finite stages of renewing of tableau. Of course, we can-
not know previously this number of stages.
But, roughly speaking, it depends on the number of the negative ones
among x;+B¢ (1=1, 2, ---, m). Therefore, it depends on the magnitudes
of components of .

For the actual computation, the last columns corresponding to — P,
(k=1, 2, ---, I) are not necessary to compute.

k

3. Change of the Coefficient Matrix A.

In this section, let us consider the case where the coefficient matrix
A is changed into A.

As in §2, suppose A= {P, P, ---, P,} and the original linear
programming problem be,

Maximize

(3.1) P
subject to

(3.2) > P, =P,

wjgo (j=1, 2; “t n)

For the simplicity of discussion, we treat the case where only one column
vector P, is changed into P,. Therefore, J:{R, P,, ---, P,}, that is,
the new problem is as follows;

Maximize (3.1)

subject to
(3.3) Pt 3 Pa,=P,

z,=20 (j=1, 2, «--, m).

As before, we assume that the optimal solution of the original
problem is x° and the corresponding optimal basis is B. We want to
know an extreme point of the convex set defined by (8.8) from the in-

formation about 2° and B. If we know it, we can take it as the initial
point of the simplex method.
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Here, it seems convenient to treat separately the following two cases
according to whether B contain P, or not.
Case (i) B3P,

In this case, we can assume 2"=(2}, 2%, -+, 2%, 0 --- 0) and B=
{Py, P, ---, P,}, without loss of generality.
Case (ii) BpP,

In this case, we can assume z”=(0, x5, #3, =++, 04, 0 -+ 0) and

B={Pz, P3v b Pm+1}-
B

In both cases, we can assume B~'= B.* without any confusion.

Bm
Case (i)
It is obvious that if there exists an optimal solution of the problem
(8.8), it coincides with the optimal one of the following modified problem;

n
Maximize — Mz, +c,&,+ > ¢y,
Jm=2

subject to

Pa,+Pi+Px,+--++Pux,=P,
x1=—>-=0’ 57120 (j:]_, 21 **y 'n)

where M is a sufficiently large positive number as in the previous section.
131 is represented as the linear combination of vectors in B as follows;

P = > (8. P)P,=BB-'P, .

Obviously, B is a feasible basis of the modified problem. Therefore, if
we take B as basis, the simplex tableau of the modified problem is as
follows ;

c —_— -M c cy c; Cm Cn
Basis| P, P B P P P, ... P
—M P1 xf’ l
Ca P, zy .
B-1p;
Cm P, T ’
Fig. 3.1.

In this way, we have obtained the initial tableau of the modified
problem. By application of the simplex method to it, we can reach the
optimal solution after some stages of renewing of tableau.
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Case (ii)

Consider the same modified problem as in Case (i). Obviously, B is
a feasible basis of the modified problem, and P, is represented as the
linear combination of the column vectors of B, that is,

~ m+1 ~ ~
P,= ‘% (8,P,)P,=BB'P, .

If we take B as basis, the simplex tableau of the modified problem is

as follows;

c — -M c1t Ca e Cn
§ Basis Py P Py P ceee Py,
C3 P, x,’
c3 Py 30 ~
B-1P
Cm+1 | Pm+1 | Tma+t®

Zj—cj *

* =(c2y C3 0y 6m+1)B_1ﬁ1—01-
Because B is the optimal basis of the original problem,
z,—e, =0, for j=1, 2, -+, n.

Therefore, we treat the following two cases separately

~

(a) (cyy €3y =27, cm+1)Bo-1P1_‘01;0
(b) (Ca €5 ) Cma)B'P,—e,<0.
Case (a)

In this case, it is obvious that the above tableau is an optimal
tableau and (0, %, @3, +-+, X%, O, <++, 0) is the optimal solution.
Case (b)

We must repeat the renewing of tableau according to the simplex
method, until the optimality is satisfied. It will be reached after one
or several stages of renewing.

4. Change in the Coefficient Vector of the Objective Function.

In this section, we treat the case where only the coefficients of the
objective function are changed and the restriction is the same as the
original one. Therefore, let the new objective function be
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(4.1) el eyt e e e, .

This problem is very simple to treat, if the optimal solution or the

optimal basis of the original problem is known. At first, compute
Z,—G;=(C;, 0;, cc %y czn)B—IPJ_c; (.7=19 29 Yy n)

where the optimal basis of the original problem is B={P,, P,, -+, P,},
and B~ is its inverse matrix.

Thus we can get a simplex tableau of the new problem with the
basis B.

c e/ (2 cn/
$ i Basis v P P P ... P,
c]_' Pl :vl"
B-14
cm | Pp | xmd
zj—¢C j’ ..... zj—C j’ .....

Fig. 4.1.

If 2,—¢}=0 (j=1, 2, ---, n), then B is the optimal basis of the
new problem and the optimal solution is the same as the one of the
original problem. If there is at least one negative among z,—cj (5=
1, 2, ---, n), we must repeat the renewing of simplex tableau until
the optimal solution is obtained.

For actual computation, it is serious question how many stages of
renewing are necessary until the optimal solution is reached. Of course,
it is impossible to know previously the exact number of stages. But
the number of the negative among z,—c} (j=1, 2, -+, n) may be used
as a rough estimation of the number of stages. If the change c—¢’ is
not so great, the number of stages is also not so great. In actual prob-
lems, the change in coefficient usually not so great. Therefore the
above method seems to be useful.

5. Addition of Several Restrictions.

Suppose the following linear programming problem is already solved ;
Maximize c'z,
subject to

Problem (A) Az=P,
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where, A={P,, P,, ---, P,}, a'=(x,, %y, ***, %n), ¢ =(C;, €3 =+, Cn).
In this section, we discuss the new problem which is derived when
several further restrictions are added to the above problem. For simpli-
city of illustration, we consider only one restriction to be added.
Let it be the following linear inequality

(5.1) LDy
where @' =(@n+11) msrz ***y Amsryn).

The restriction of the problem (A) is written by using slack vari-
ables as follows;

(5.2) > Pt i Ay =P,

Ty xn'ﬂgo (j=1, 29 cee, M, i=1; 2! M m)’
i-1

where X;Z(O, 0 .-010,--- 0); 1=1, 2, ---, m.

Suppose the optimal basis be B={P,, P,, ---, P,} and suppose the
following tableau be the optimal one of the problem (A).

Basis — c1 Ca  aeenn Cn 0 0o ..... 0
¥ Basis P, J P 1 P, 2 ceens P, n 21 13 ..... lm
C1 P]_ 9:10
Ca P; 0
B-14 B-1
Cm Pm a:,,.“

Fig. 5.1.

For the formulation of the new problem, we define following (m+1)
dimensional vectors.

(a2 )=Pr G2)=Per (5) =2 ra=(1)
(j=1, 2, ---, n; i=1

Then, the new problem is written as follows;
Maximize ¢’z

subject to
Problem (B) Jz P+ ':2 P
=] -]

wlgoi mn-ﬂgo (j=1’ 2v crey M, 'i=1, 2’ ] m+1)
If we choose as a basis of problem (B) B={P, P,, +++, P,, ..}, the



98 YUKIO SUZUKI

inverse matrix of B is easily obtained because B-! is already known from
the optimal tableau of the original problem (A), that is,

pe[ELOT[EN0],
all *|1

where * =—a'B-!.
Therefore,

S BPHad D BP }m .

Thus, we obtain a simplex tableau of problem which is shown in Fig.
5.2,

c —_ ¢ [ Cn 0 0o ..... 0 0

J Basis i’o I)l I), 13:1 ce. ﬁn 31 32 ..... 3;» 2m+l

¢ B | o0 0

Cy Pg (Ezo

] ) B-1P; B-1

Cm 13 m T 0

0 | Zmsa| * - —a/B-1 1
Fig. 5.2.

where * =—a'B'P,+by.,, **x ={—a'B'P;4+a,.,,; =1, 2, «--, n}.
Here, we must consider the following two cases; Case (1) —a'B-'P?
+bn+;20, Case (2) —a’B-'P,+b,.,<0. Case (1). In this case, the basis
B is a feasible one of the new problem (B) and further the optimality
is satisfied because the row vector {Z,—c,, (j=1, 2, ---, n)} is just the
the same as the one of the optimal tableau of the original problem.
Case (2). In this case, the basis B is not feasible. Therefore, we

treat the modified problem of the new problem. -

Maximize
Problem (C) f_‘. Cs0s— MTpimss
J=1
subject to

JE_]PJ(UJ"" %i‘x”+5+(*im+1)xn+m+1=-ﬁ0
mlgoy (7=1, 2, ---, n+m+1)

where M is a sufficiently large positive number.
Then, the optimal solution of this modified problem must agree with
the one of the new problem.
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If we put B*=[P, P, ---, P,, —Ansil, B* is clearly a feasible basis
of the modified problem. Thus, we obtain the following simplex tableau
with the basis B*.

c —> c1 ¢ c; ¢n 0o 0 . 0 0 -M
\ | Basis | Py | P P, ... P Pa | %1 A ... An | Ame1r | —Zme
(41 1:51
. B

. B-1P; B-1 0 0
on | Pn
“M| —Apar| —* —*x aB-1 -1 1

—*=q'B-1Py—bp 41 —**={a'B-1PS—ame1,5; j=1,2, ..., n}

Fig. 5.3.

Then we obtain the optimal tableau by applying the simplex method
to this tableau. The existence of this optimal solution follows from the
existence of the optimal solution of the new problem (B).

The following lemma will be a help to treat the above problem and
the related problems already stated in proceding sections. '

LEMMA. Let P, P, --., Py be (m+1)-dimensional vectors. Sup-
pose there exists a pair of independent wvector P, P, «--, P,., such
that

(5.3) P="S\\P,

i=1

where M =0 (1=1, 2, ---, m) and \,.,<0, and further suppose that
~ m+1 -~
(5.4) PJ= E)\'U‘Pl (s=1,2, ---, N)

a’nd Xl,m+1go .

Then P, can not be represented by any positive linear combination of
independent m+1 vectors among P,, P, ---, Py.

Proof) Suppose 15., be the positive linear combination of P, , (7=1,
2, «--, m+1), that is,

m+1

(5.5) P = S:‘l)x,,j s )ij>0 (7=1, 2, -+, m+1).
Then

m+1

ZMP _Zx,‘ ZX,EP,

J=1
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Thus,
~ m+1l/m+1 ~
(5.6) P= 5 ("8 M e, )P
imi\j=1 4

From (5.3) and (5.6), we get

m+1
0>Np= 3, ijxmﬂ,kjgo
J=1
This is a contradiction. Thus the lemma has proved. The above
lemma assures that, if «’'B-'P,—b,,,,>0, both {a’B'P,—a,.,,; j=1, 2,

---, n} and a'B~' can not be non-positive vectors.

6. Elimination of Restriction.
Let the original problem be as follows,
Maximize c'r
subject to
Ax <P,
AL=Zbpsy

(6.1)

By the same notation as in the section 5, we rewrite the above
restriction as follows,

~ m+1

(6.2) 15."“1 &5+ 12_17*'1571”1:130 .

Under the condition that the optimal solution of the original problem, is Z°
we ask for the optimal solution of the new problem obtained by elimi-
nation of the last restriction of (6.1), that is,

Maximize 'z

subject to

(6.3) Az<P,.

We assume that there exists the optimal solution of the new prob-
lem. Here, we consider separately two cases according to whether the
optimal basis B of the original problem contains the vector A+, OF NOL.
Case (i) Baim“.

In this case, we can assume that the optimal basis of the original
problem is {P,, P, «++, Po, Mnui}.

Then,

~

&3t M+ 1 Bnem1 =P,

(6.4) ﬁ
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where " =(&), &, -+, Tnin+)-
From (6.4), we obtain the following relation;

(6.5) i} Pai=P,
where, 2"=(x], %3, ++-, &0, 0, «-+, 0).

Therefore, x° is a feasible solution of the new problem. The opti-
mality of z° is easily followed from the fact that {131, P,,, oo, Pm, imﬂ}
is the optimal basis of the original problem.

Case (ii) B?Aps1.
Without loss of generality, we can assume that the optimal basis of

the original problem is B:{Pl, P, ---, P,..}. Let the optimal tableau
be as follows;

c _— e Cy ... Cj Cn
! Basis ?’u I)1 ﬁz ..... _i:;j ﬁu 31 22 ..... }m-(-l
Cy 131
Ca 132 ~
> |B-1py BB, B-1
Cm+1 | Pm+1 |

Fig. 6.1.

where B'=(b;)), ¢, j=1, 2, -+, m+1.

At first, suppose mﬁ €bim+1>0, then there exists at least one nega-
tive among b; ., ('i=1i;= 12, «++, m-+1), which is assured by the coming
lemma.

Choose ¢, such that

(6.6) max B P _ (BP),

Psmer<t Dy ma btu.m+1

0
Here, without loss of generality we can assume that 4,=m+1.
If we put
Pi=Pit(0, 0, -+, Enur),
the following relation holds;
6.7) BP0

and especially the last element of the vector B"Po is zero.
Now, replacing P,., in the optimal basis by A.., and considering
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ﬁ., instead of P,, the following relation holds, that is,

(6.8) P3+3,..0=P,

Ms

4
where :7:2:5:2;0, 1=1, 2, «--, m, m-+1.

#=x1=0 j=m+2, -+, nt+m+1.

1

And the simplex tableau of this modified problem with the basis
{P,, -+, P, Xnu:} is as follows,

c — ¢ Cz e Cn 0o ..... 0 0
v |Basis| B, P B ... P Ll | Amw
a | B
: ;| B*1PR, B*-1P; B*-1 0
em | Pn
0 |Am+r| O 1

Fig. 6.2.
where B*-'=(b}), t,5=1, 2, -+, m and

bpss,sb
b =b,——mtbmer

m+l,m+1

From (6.8), we obtain easily

(6.9)

Ms

Px=P,.

-
[
S -

Thus, Z'=(&, %, -+, 3%, 0, ---, 0) is a feasible solution of the new
problem and the simplex tableau is easily obtained from the above
tableau. This is presented in Fig. 6.3.

c — c1 Ca e Ccn o ..... 0
l Basis PO P1 Pz ..... Px Z; ..... lm
C1 P1
C3 Pz
) . | B*-1p, B*-1P, B*-1
Cm Py,

Fig. 6.3.

Applying the simplex procedure to this tableau, we can reach the
optimal solution which we ask for. Especially, if (B“‘P,)m+120; j=1,
2, +--,m, and (B“xg)mﬂgO, t=1,2, «--, m, the above tableau is the
optimal one, which is proved in the following.
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If we note that

13,= g {(B-lﬁj)‘_ (B7*P ) ms1bi,me1 }Prl‘ (B7'Py)m+1 imﬂ

m+lm+1 m+1l,m+1

(j=1; 2) ° n)

(6.10) ik—_— i (b”‘_ bun+1,kDs.mes )P¢+ b1, 'i'mﬂ

i=1 m+1l,m+1 bm+l,m+1

k=1, 2, +:--, m+1)

the increments 4(z,—c¢,) in z,—c, by replacing P,., and P, by Apes and

P, are

6.11) A(z,—c,)=+cm+1(B-115,)m+1—%3ﬂ)—w 3 bums

m+1,m+1 01

— (BB )un W

=1

bi,m+1 .
bm+1.m+1

From the optimality of the tableau in Fig. 6.1, we get
m+1

i}'_'l. by me1 20,

and, from the assumption put previously,
bm+ 1,m+1l < 0 .

Therefore, if (B-P)nn=0; j=1, 2, +++, 7, and (B-A)nn20; i=1, 2,
«++, m, we obtain,

Az,—c,)20, j=1,2, ---, nt+m.

This means that the optimally criterion is satisfied in our tableau of
Fig. 6.3.

Hitherto, we have assumed the existence of at least one negative
among b, m..;i=1, 2, --+, m+1. But, it is shown that that is always
satisfied under the assumption that the new problem has the optimal
solution and ";ff Cibime >0
Lemma. Let -t%he original problem be ;

Magximize c'x, subject to Ax<P,, @'x=<b,.,, =0, and let the new
problem be;

Mazximize c'z, subject to Ax<P,, x=(.

If there exist both optimal solutions of the original and the new

problem and E101bi,m+1>0 is satisfied in the optimal tableau of the
=1
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original problem, then there exists at least one megative among elements
of the column vector under \,., in the optimal tableau of the original
problem.

Proof) Suppose b, ,.,=0; i=1, 2, .-, m+1.

For arbitrary positive number M, we define

P}=Pi+(0, 0, ---, 0, M).

Then,
T m#l ~ - m+1 ~
(6-12) Po= = (B—1P0)5P1+M§41bi m+1Pi
m+1 ~ ~
= & {(B'P,)+Mb, ...} Py,
and #=(BP)+ Mb, 120 ;

where {13‘; 1=1, 2, ---, m+1} is the optimal basis of the original
problem.
From (6.12), this is a feasible basis of the following problem ;
maximixe 'z
subject to
(6.13) Ax <P,
a'r<b,.,+M, x=<0

and the value of the objective function is
m+1 ~ m+1
(6.14) S e = 421 ci(BP)+M s-E1 Cibimer .

Because wg‘,lc¢bi,,,,+,>0 from the assumptin, the value of the objective
function incré;;es when M is increased. On the other hand, when M
is increased sufficiently, the last restriction is reduced to an inefficient
one, that is, for such M, a vector, which satisfies Ax<P,, =0, satisfies
also a’x<b,,.,+M automatically.

This means that for sufficiently large M, %, a feasible solution of
(6.13), is also a feasible solution of the new problem. But, the objective
function ¢’z increases infinitly when M is increased, which contradicts
with the extence of the optimal solution of the new problem. Q.E.D.

Secondly, we must treat the case where Elcibi,mﬂ:O. In this case,
if there is at least one negative among b,,m,,l‘-(li:l, 2, «--, m+1), the
above procedure can be applied.

On the contrary, if there is not any negative one among {b; ...},
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we apply the usual simplex procedure to replace any one vector among
the optimal basis {P,; i=1, 2, -++, m+1} by A..,. It is easily shown
that this replacement does not destroy the feasibility and the optimality.
The procedure after this replacement is quite the same as in Case (i).

7. Summary and Acknowledgements.

As stated in previous sections, various linear programing problems
which are obtained from the original one by changing various coefficients
may be solved comparably rapidly and easily by making use of the
optimal solution of the original problem. But, if it takes too many
stages of renewing tableau until we get the optimal tableau, we must
take into account the accumulation of error of computation.
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their helpful suggestions about computations of actual linear program-
ming problems by automatic computor.
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