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1. Introduction. Recently R. v. Mises treated the problem about the
classification of data as follows. 1) Let an aggregate be given, upon each
olement of which a trial is dono and consequently one definite real number
% is obtained. And let each element of this aggregate belong to one class of
n classes which are characterized by n density functions f,(2), fu(%), -+, fu().
Then having a value = as the result of observation, there arises the problem
“To which class will this = belong” ? As an application of this problem
Hayashi recently published an interesting article about the parole prediction.
2) In this note we shall show that we can get similar results as Mises did
~ from some different point of view.

2. Case when there are two classes. We consider now of the certain
infinite population where two classes exist, being mixed, which are charac-
terized respectively by the two unimodal density functions f,(z) and f,(x)
as follows

[Cr@iz=1 ["p@ =1 (1)
[Tl + kefia) o =1, (2) .

k, and %, being two constants which are proportional rate in the
population satisfying 1, + %, = 1 and are not necessarily known previously.

- When we have an observation data z, we may select the z, so as to
decide that 2 should belong to 1st class when 2 > =z, and to 2nd class when
w < x,. Then arises the problem at what value 2, the reliability will become
maximum. Representing the reliability P by the degree of true judging,
we inay put '

‘sz_.:’szz(x) dx+fr.&l°,ﬁ(w);lx | - (3)

We may first treat the case when f,(z) and f,(x) are both normal density
function whosc means are m, and m,, and whose standard deviations are
o, and o, respectively and when %, and k, are known previously. For the
maximum reliability we get from OP/dx, = 0
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that is

2

(02 — o)a)’ — 2x,(m, 0 — My 0%

+ ("nls 0, — my’ o’ — 20’ o’ log k, 0‘5) =0. (4)
k2o,
When m, > m,, we may take z, > m, of two roots. When ¢, =0, =0
we get :
' Iy

-
my; — My ks )
For every case the reliability is computed from (3). If , and k£, are not
known previously, we decide %, k, so as to make (3) maximum. ,

Then putting

Xy = _;-{(ml + my) —
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A2, A 2ma, (6
where &, + I, =1, we have from oP/Ok, =0
Yo (x=m1)2 e (r—-ma)?
1 e i dy = 1 ¢ 0 du. (7
a, 7y Oo¢ _ o

Then from OP/ox, = 0 we have also
flﬂ%) — _7§_z , (8)
Sa(@) ky

For the general density function we get instead of (7)
[r@ = ["hya (9)

3. Case when there are n classes. Similarly to the previous section
we may take n classes which are characterized by the unimodal density
functions f,(x), fu(%), -, fu(x) respectively and which exist mixed each
other in the population. Let the reliability be

Pk [“f@ de+ by [“@) do+ o+ b [T gy dn (10)
where

v+ by + oo + k=1, (11)
Making P ma.ximum, we have similarly as before
f Ful®) dz = f F(z) do = - = f fuz)de . (12)
These x,, x,, -+, x,_; are the points of division of = classes. And we have
at each point of division
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@) ke, 19, 3
fy+1(1)’) =% (=120 - 1), (13)
It wo know the value k,k, ---, &, previously, we can compute directly
the reliability from (10). In another case we first decide tho x, from (12),
then decide %, from (11) and (13).
. 4. General case. When n classes are characterized by the m variate
unimodal density functions Jo(@yy gy ooy B )y fo(@gy By oy B )y ooy fru(Bay Ty ooy
2,,) resp $ tively, we put the reliability P as follows

P:kljflde-{-@ fodRy + - +knff,,dR,, (14)
R Re : R,

where &y + k + - + &, =1, and R, is a certain region in m-dimensional
space, and R, + R, + --- + R, equal to the whole space. From 9P/ok, = 0
we can deduce immediately

“fdR = [ fdRy = = [ f.dR, 15
]lel‘ 1 lhfz 2 ]R,,f (15)

and if we put the increment AP of P equal to zero for the infinitesimal
increment AR of some region R, and the same decrement of adjacent
region R,, we have

fv(xl) Lz, ”',Clim) — _k_F'

f#(wu Ty =y Tm) kv. . ) (16)
So we first decide the regions R, from (15) and then compute P from (16)
and kb, + by + - + k=1,
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ERRATA _ }
These Annals, Vol. II, No. 1, 1950. P. 18 insert after last line of
section 2

“In these cases we have not the maximum value but ohly the
stationary value just as the minimax solution. If we want to obtain
the maximum value, we must estimate the rational rate %, and %,

from experiences in the past time. This fact holds also in the follow-
ing sections.”

Vol. V, No. 1, 1953

Page line

27, 9, read M— 1—(—]”“—1127@‘_1) instead of the right hand side of (6)

27, 12, insert under the assumption after ‘‘we have”’
=N/R

27, 14, read 2(M-1) +O(1—::7—) + O(%) instead of the right hand side of (8)

27, last, read (strike off the table)
28, 5-6, read (strike off the sentence ‘‘under the condition M=R(R—1)

and R+1"

Vol. VI, No. 1, 1954
Page line M o
13, 12, read ( Mp, )p””:q"‘% instead of ( Mp, )p""”cp”"t
14, 3, read 0.96 N instead of 096 N
15, 6, read ...kl/e"‘Dz(X)}é%2 instead of ...kVe:*D’(X)g%-2
15, 28, read X, instead of X,
24, 7, read —py(2)pn(2)... instead of  — gy (1)us(2). ..

M y'dh 3 N, 12Nz Y
24, 10, read (X —-X)... instead of ¥ X, -X)...
25, 9, read 2N‘N2(Y —T¥)t---  instead of 2%N*(Y b AEE

+N]1\/_1:72(N,’+M’)-~- instead of +N&1§(M’+M“)~-

28,2 from the bottom, +O(n~*?) instead of +O(™*")

80, 11, read —-m _ 4Pu 4 ... ingtead of — 2m _ 4w |
MM a1 Moz MMz M11fe2
36, 3 from the bottom, the coming issue instead of this issue



Page line
54, 6, read [20], Lemma
68, 28, read e"*®

97,. 6, read (X, Y)) has
98, 2, read Iimignﬁ

" n

instead of
instead of
instead of

instead of

[20, Lemma
el’™®
(X}x YJ has

i D (S,,_.)
hf‘n 21 5
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