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Abstract
The problem of estimating parameters and predicting outcomes of a bivariate Nor-
mal distribution is more challenging when, owing to data-dependent selection 
(or missingness or dropout), the available data are not a representative sample of 
bivariate realizations. This problem is addressed using an observation model that is 
induced by a combination of a multivariate Normal “science” model and a realistic 
“soft-threshold selection” model with unknown truncation point. This observation 
model, which is expressed using an intuitive selection subset notation, is a gener-
alization of existing “hard-threshold” models. It affords simple-to-compute selec-
tion-bias-adjusted estimates of both the regression (conditional mean) parameters 
and the bivariate correlation. In addition, a simple bootstrap approach for comput-
ing both confidence and prediction intervals in the soft-threshold selection setting is 
described. Simulation results are promising. To motivate this research, two illustra-
tive examples describe a setting where selection bias is an issue of concern.
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1 Introduction

The problem of estimating parameters and predicting outcomes of a bivariate 
Normal distribution is more challenging when, owing to data-dependent selec-
tion (or missingness or dropout), the available data are not a representative sam-
ple of bivariate realizations. Our approach to addressing this problem builds on 
the work of researchers such as Cohen (1991), Tobin (1958), Amemiya (1973), 
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