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Abstract
We introduce a new type of influence function, the asymptotic expected sensitivity 
function, which is often equivalent to but mathematically more tractable than the 
traditional one based on the Gâteaux derivative. To illustrate, we study the robust-
ness of some important measures of association, including Spearman’s rank correla-
tion and Kendall’s concordance measure, and the recently developed Chatterjee’s 
correlation.
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1 Introduction

In the literature of robust statistics, various measures of robustness have been pro-
posed, including the influence function, the sensitivity function and the breakdown 
point (Huber 1981; Hampel 1974; Hampel et  al. 1986). These measures provide 
a means to assess the robustness of statistical functionals and estimators, particu-
larly in the face of outliers or deviations from the underlying model. Recently, these 
robustness measures have found applications in machine learning as well (Koh and 
Liang 2017; Shu and Zhu 2019; Zhang and Zhang 2022). For instance, by quanti-
fying the impact of individual training data points on a model’s predictions, these 
robustness measures may provide insights into how specific samples influence the 
model’s decision-making process. This capability enables the identification of criti-
cal data points that significantly affect the model’s performance, facilitating more 
informed data curation and model debugging.

In this work, we focus on two key measures: the influence function for function-
als and the sensitivity function for estimators. We begin with the definitions and a 
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