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Abstract
Estimation of a multivariate regression function from independent and identically 
distributed data is considered. An estimate is defined which fits a deep neural net-
work consisting of a large number of fully connected neural networks, which are 
computed in parallel, via gradient descent to the data. The estimate is over-para-
metrized in the sense that the number of its parameters is much larger than the sam-
ple size. It is shown that with a suitable random initialization of the network, a suffi-
ciently small gradient descent step size, and a number of gradient descent steps that 
slightly exceed the reciprocal of this step size, the estimate is universally consistent. 
This means that the expected L

2
 error converges to zero for all distributions of the 

data where the response variable is square integrable.
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1 Introduction

Deep neural networks belong nowadays to the most promising approaches in many 
different applications. They have been successfully applied, e.g., in image classifica-
tion [cf., e.g., (Krizhevsky et al. 2017)], text classification [cf., e.g., (Kim 2014)], 
machine translation [cf., e.g., (Wu et al. 2016)] or mastering of games [cf., e.g., (Sil-
ver et al. 2017)].
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