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Abstract
Traditionally, the main focus of the least squares regression is to study the effects of 
individual predictor variables, but strongly correlated variables generate multicollin-
earity which makes it difficult to study their effects. To resolve the multicollinearity 
issue without abandoning the least squares regression, for situations where predic-
tor variables are in groups with strong within-group correlations but weak between-
group correlations, we propose to study the effects of the groups with a group 
approach to the least squares regression. Using an all positive correlations arrange-
ment of the strongly correlated variables, we first characterize group effects that are 
meaningful and can be accurately estimated. We then discuss the group approach to 
the least squares regression through a simulation study and demonstrate that it is an 
effective method for handling multicollinearity. We also address a common miscon-
ception about prediction accuracy of the least squares estimated model.
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1 Introduction

Multicollinearity due to strongly correlated predictor variables is a long-standing 
problem without a satisfactory solution. It arises frequently in observational studies 
in social sciences and medical research. In this paper, we show that multicollinear-
ity per se is not a problem; the problem is that what we have been trying to do with 
the strongly correlated variables are misguided and unattainable. We also present a 
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