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Abstract
It is common to show the confidence intervals or p-values of selected features, or 
predictor variables in regression, but they often involve selection bias. The selec-
tive inference approach solves this bias by conditioning on the selection event. 
Most existing studies of selective inference consider a specific algorithm, such as 
Lasso, for feature selection, and thus they have difficulties in handling more com-
plicated algorithms. Moreover, existing studies often consider unnecessarily restric-
tive events, leading to over-conditioning and lower statistical power. Our novel and 
widely applicable resampling method via multiscale bootstrap addresses these issues 
to compute an approximately unbiased selective p-value for the selected features. As 
a simplification of the proposed method, we also develop a simpler method via the 
classical bootstrap. We prove that the p-value computed by our multiscale bootstrap 
method is more accurate than the classical bootstrap method. Furthermore, numeri-
cal experiments demonstrate that our algorithm works well even for more compli-
cated feature selection methods such as non-convex regularization.
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