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Abstract
Statistical analysis of large-scale dataset is challenging due to the limited memory 
constraint and computation source and calls for the efficient distributed methods. In 
this paper, we mainly study the distributed estimation and inference for composite 
quantile regression (CQR). For computational and statistical efficiency, we propose 
to apply a smoothing idea to the CQR loss function for the distributed data and then 
successively refine the estimator via multiple rounds of aggregations. Based on the 
Bahadur representation, we derive the asymptotic normality of the proposed multi-
round smoothed CQR estimator and show that it also achieves the same efficiency of 
the ideal CQR estimator by analyzing the entire dataset simultaneously. Moreover, 
to improve the efficiency of the CQR, we propose a multi-round smoothed weighted 
CQR estimator. Extensive numerical experiments on both simulated and real data 
validate the superior performance of the proposed estimators.
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1 Introduction

With the rapid development of science and technologies, massive data are increas-
ingly being collected and stored in the distributed environment with many machines. 
Naturally, the traditional method, which processes all of data simultaneously in one 
central machine, is not practical due to the storage space, limited computational 
source and privacy problem. As a common and effective way to reduce the com-
putational burden, the parallel and distributed estimation has attracted increasing 
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