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Abstract
For parameters in a threshold autoregressive process, the paper proposes a sequen-
tial modification of the least squares estimates with a specific stopping rule for col-
lecting the data for each parameter. In the case of normal residuals, these estimates 
are exactly normally distributed in a wide range of unknown parameters. On the base 
of these estimates, a fixed-size confidence ellipsoid covering true values of param-
eters with prescribed probability is constructed. In the i.i.d. case with unspecified 
error distributions, the sequential estimates are asymptotically normally distributed 
uniformly in parameters belonging to any compact set in the ergodicity parametric 
region. Small-sample behavior of the estimates is studied via simulation data.
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1 Introduction

The first step in the analysis of a time series is the selection of a suitable mathemati-
cal model for the data which allows one to obtain an understanding of the mechanism 
generating the series and make inference about the probabilistic mechanism of the 
underlying structure. Linear and nonlinear models are two main structures for statistical 
modeling. Linear models are usually more tractable for studies and interpretable, but 
their efficiency highly relies on the validity of the linearity assumption. The nonlin-
ear models may be more flexible and more accurately capture the dependence between 
observations in some cases, but they often computationally challenging. In engineering 
applications related to automatic control, filtering, segmentation of signals, biomedical 
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