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Abstract

For parameters in a threshold autoregressive process, the paper proposes a sequen-
tial modification of the least squares estimates with a specific stopping rule for col-
lecting the data for each parameter. In the case of normal residuals, these estimates
are exactly normally distributed in a wide range of unknown parameters. On the base
of these estimates, a fixed-size confidence ellipsoid covering true values of param-
eters with prescribed probability is constructed. In the i.i.d. case with unspecified
error distributions, the sequential estimates are asymptotically normally distributed
uniformly in parameters belonging to any compact set in the ergodicity parametric
region. Small-sample behavior of the estimates is studied via simulation data.

Keywords TAR process - Sequential estimates - Fixed-size confidence ellipsoid

P4 Sergey E. Vorobeychikov
sev@mail.tsu.ru

Victor V. Konev
vvkonev@mail.tsu.ru

Institute of Applied Mathematics and Computer Science, Tomsk State University, Lenina str.
36, Tomsk 634050, Russia

@ Springer


http://crossmark.crossref.org/dialog/?doi=10.1007/s10463-021-00812-4&domain=pdf
洋
長方形


	Fixed accuracy estimation of parameters in a threshold autoregressive model
	Abstract
	1 Introduction
	2 Construction of sequential least squares estimates
	3 The case of unspecified error distribution
	4 Proof of Proposition 3
	5 Sequential estimators of parameters of generalized TAR(p) process
	6 Simulation results
	7 Conclusion
	Acknowledgements 
	References




