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Abstract
This paper studies local polynomial estimation of expectile regression. Expectiles 
and quantiles both provide a full characterization of a (conditional) distribution 
function, but have each their own merits and inconveniences. Local polynomial fit-
ting as a smoothing technique has a major advantage of being simple, allowing for 
explicit expressions and henceforth advantages when doing inference theory. The 
aim of this paper is twofold: to study in detail the use of local polynomial fitting in 
the context of expectile regression and to contribute to the important issue of band-
width selection, from theoretical and practical points of view. We discuss local poly-
nomial expectile regression estimators and establish an asymptotic normality result 
for them. The finite-sample performance of the estimators, combined with various 
bandwidth selectors, is investigated in a simulation study. Some illustrations with 
real data examples are given.
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1 Introduction

Among the main interests in regression analysis is to explore the influence that d 
covariates � = (X1,… ,Xd) have on a variable of interest Y, the response. There is an 
extensive literature on flexible mean regression, in which the targeted quantity is the 
conditional mean of the response given the covariates, i.e. E[Y|�].

In a nonparametric regression model, no assumptions are made on the form of 
the relation between the covariates and the response. See e.g. the books of Härdle 
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