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Abstract
Broken adaptive ridge (BAR) is a computationally scalable surrogate to L

0
-penalized 

regression, which involves iteratively performing reweighted L
2
 penalized regres-

sions and enjoys some appealing properties of both L
0
 and L

2
 penalized regressions 

while avoiding some of their limitations. In this paper, we extend the BAR method 
to the semi-parametric accelerated failure time (AFT) model for right-censored sur-
vival data. Specifically, we propose a censored BAR (CBAR) estimator by apply-
ing the BAR algorithm to the Leurgan’s synthetic data and show that the resulting 
CBAR estimator is consistent for variable selection, possesses an oracle property for 
parameter estimation and enjoys a grouping property for highly correlation covari-
ates. Both low- and high-dimensional covariates are considered. The effectiveness of 
our method is demonstrated and compared with some popular penalization methods 
using simulations. Real data illustrations are provided on a diffuse large-B-cell lym-
phoma data and a glioblastoma multiforme data.
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1  Introduction

L0-penalized regression, which directly penalizes the cardinality of a model, has 
been commonly used for variable selection in the low-dimensional setting via well-
known information criteria such as Mallow’s Cp (Mallows 1973), Akaike’s infor-
mation criterion (AIC) (Akaike 1974), the Bayesian information criterion (BIC) 

The research of Gang Li was partly supported by National Institute of Health Grants P30 CA-
16042, P50 CA211015, and UL1TR000124-02. The research of Zhihua Sun was partly supported 
by Natural Science Foundation of China 11871444. The research of Yi Liu was partly supported by 
Natural Science Foundation of China 11801567.

 *	 Gang Li 
	 vli@ucla.edu

Extended author information available on the last page of the article

http://crossmark.crossref.org/dialog/?doi=10.1007/s10463-021-00794-3&domain=pdf
洋
長方形



91

1 3

Censored Broken Adaptive Ridge Regression

Shen, X., Pan, W., Zhu, Y. (2012). Likelihood-based selection and sharp parameter estimation. Journal of 
the American Statistical Association, 107, 223–232.

Stute, W. (1993). Consistent estimation under random censorship when covariables are present. Journal 
of Multivariate Analysis, 45(1), 89–103.

Tibshirani, R. (1996). Regression shrinkage and selection via the lasso. Journal of the Royal Statistical 
Society: Series B (Methodological), 58(1), 267–288.

Tibshirani, R. (1997). The lasso method for variable selection in the cox model. Statistics in Medicine, 
16(4), 385–395.

Wang, S., Nan, B., Zhu, J., Beer, D. G. (2008). Doubly penalized Buckley–James method for survival 
data with high-dimensional covariates. Biometrics, 64(1), 132–140.

Yuan, M., Lin, Y. (2006). Model selection and estimation in regression with grouped variables. Journal 
of the Royal Statistical Society: Series B (Statistical Methodology), 68(1), 49–67.

Zhang, C. H. (2010). Nearly unbiased variable selection under minimax concave penalty. Annals of Sta-
tistics, 38(2), 894–942.

Zhao, H., Wu, Q., Li, G., Sun, J. (2019). Simultaneous estimation and variable selection for interval-cen-
sored data with broken adaptive ridge regression. Journal of the American Statistical Association, 
115(529), 204–216.

Zhou, M. (1992). Asymptotic normality of the synthetic data regression estimator for censored survival 
data. Annals of Statistics, 20(2), 1002–1021.

Zhu, L., Li, L., Li, R., Zhu, L. (2011). Model-free feature screening for ultrahigh dimensional data. Jour-
nal of the American Statistical Association, 106(496), 1464–1475.

Zou, H. (2006). The adaptive lasso and its oracle properties. Journal of the American Statistical Associa-
tion, 101(476), 1418–1429.

Zou, H., Hastie, T. (2005). Regularization and variable selection via the elastic net. Journal of the Royal 
Statistical Society: Series B (Statistical Methodology), 67(2), 301–320.

Publisher’s Note  Springer Nature remains neutral with regard to jurisdictional claims in published 
maps and institutional affiliations.

Authors and Affiliations

Zhihua Sun1 · Yi Liu1 · Kani Chen2 · Gang Li3

	 Zhihua Sun 
	 zhihuasun@ouc.edu.cn

	 Yi Liu 
	 liuyi@amss.ac.cn

	 Kani Chen 
	 makchen@ust.hk

1	 Department of Mathematics, Ocean University of China, Qingdao 266000, China
2	 Department of Mathematics, Hong Kong University of Science and Technology, Clear Water 

Bay, Kowloon, Hong Kong
3	 Biostatistics and Computational Medicine, University of California, Los Angeles, 

CA 90095‑1772, USA

洋
長方形


	Broken adaptive ridge regression for right-censored survival data
	Abstract
	1 Introduction
	2 Censored broken adaptive ridge (CBAR) regression
	2.1 Notations and preliminaries
	2.1.1 Model and data
	2.1.2 Broken adaptive ridge (BAR) for uncensored data

	2.2 Broken adaptive ridge estimator for censored data (CBAR)
	2.3 Large sample properties of CBAR
	2.4 Grouping effect
	2.5 Ultra-high-dimensional covariates

	3 Simulations
	3.1 Simulation 1: 
	3.2 Simulation 2: 

	4 Real data examples
	4.1 Diffuse large-B-cell lymphoma data
	4.2 Glioblastoma multiforme data

	5 Discussion
	Acknowledgements 
	References




