
Vol.:(0123456789)

Annals of the Institute of Statistical Mathematics (2022) 74:33–47
https://doi.org/10.1007/s10463-021-00788-1

1 3

Wasserstein statistics in one‑dimensional location scale 
models

Shun‑ichi Amari1 · Takeru Matsuda1

Received: 1 September 2020 / Revised: 22 December 2020 / Accepted: 28 December 2020 / 
Published online: 15 March 2021 
© The Institute of Statistical Mathematics, Tokyo 2021

Abstract
Wasserstein geometry and information geometry are two important structures 
to be introduced in a manifold of probability distributions. Wasserstein geometry 
is defined by using the transportation cost between two distributions, so it reflects 
the metric of the base manifold on which the distributions are defined. Informa-
tion geometry is defined to be invariant under reversible transformations of the base 
space. Both have their own merits for applications. In this study, we analyze statisti-
cal inference based on the Wasserstein geometry in the case that the base space is 
one-dimensional. By using the location-scale model, we further derive the W-esti-
mator that explicitly minimizes the transportation cost from the empirical distri-
bution to a statistical model and study its asymptotic behaviors. We show that the 
W-estimator is consistent and explicitly give its asymptotic distribution by using the 
functional delta method. The W-estimator is Fisher efficient in the Gaussian case.
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1  Introduction

Wasserstein geometry defines a divergence between two probability distributions 
p(x) and q(x), x ∈ X by using the cost of transportation from p to q. Hence, it reflects 
the metric of the underlying manifold X on which the probability distributions are 
defined. Information geometry, on the hand, studies an invariant structures wherein 
the geometry does not change under transformations of X which may change the dis-
tance within X. So information geometry is constructed independently of the metric 
of X.

Both geometries have their own histories (see, e.g., Villani 2003, 2009; Amari 
2016). Information geometry has been successful in elucidating statistical inference, 
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