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Abstract
We consider the problem of identification of the position of some source by obser-
vations of K detectors receiving signals from this source. The time of arriving of 
the signal to the k-th detector depends of the distance between this detector and the 
source. The signals are observed in the presence of small Gaussian noise. The prop-
erties of the MLE and Bayesian estimators are studied in the asymptotic of small 
noise.
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1  Introduction

Consider the problem of estimation of the position 𝜗0 =
(
x0, y0

)⊤ of the source �0 by 
the observations of the signals from this source received by K detectors �1,… ,�K 
(see Fig. 1).

If we denote 𝜗k =
(
xk, yk

)⊤
∈ R

2 the position of �k and suppose that the source 
starts emission at the moment t = 0 , then the signal arrives at this detector at the 
moment �k

(
�0
)
= �−1‖‖�k − �0

‖‖ . Here 𝜈 > 0 is the rate of propagation of the signals 
and ‖⋅‖ is Euclidean distance in R2 . The set 𝛩 ⊂ R

2 is supposed to be open, convex 
and bounded.

The k-th detector receives the signal Yk =
(
Yk(t), 0 ≤ t ≤ T

)
 from the source � 

and additive Gaussian noise according to equation

(1)dXk(t) = ak(t)𝜓̄
(
t − 𝜏k

(
𝜗0
))
Yk(t)dt + 𝜀𝜎k(t)dWk(t), Xk(0) = 0.
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