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Abstract
This paper is about nonparametric regression function estimation. Our estimator is
a one-step projection estimator obtained by least-squares contrast minimization. The
specificity of our work is to consider a new model selection procedure including a
cutoff for the underlying matrix inversion, and to provide theoretical risk bounds that
apply to non-compactly supported bases, a case which was specifically excluded of
most previous results. Upper and lower bounds for resulting rates are provided.
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1 Introduction

Consider observations (Xi ,Yi )1≤i≤n drawn from the regression model

Yi = b(Xi ) + εi , E(εi ) = 0, Var(εi ) = σ 2
ε , i = 1, . . . , n. (1)

The random design variables (Xi )1≤i≤n are real-valued, independent and identically
distributed (i.i.d.) with common density denoted by f , the noise variables (εi )1≤i≤n

are i.i.d. real-valued and the two sequences are independent. The problem is to estimate
the function b(.) : R → R from observations (Xi ,Yi )1≤i≤n .

Classical nonparametric estimation strategies are of two types. First, Nadaraya
(1964) and Watson (1964) methods rely on quotient estimators of type ̂b = ̂b f /̂f ,
where ̂b f and ̂f are projection or kernel estimators of b f and f . Those methods are
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