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Abstract
We demonstrate that, in a regression setting with a Hilbertian predictor, a response
variable is more likely to be more highly correlated with the leading principal compo-
nents of the predictor than with trailing ones. This is despite the extraction procedure
being unsupervised. Our results are established under the conditional independence
model, which includes linear regression and single-indexmodels as special cases, with
some assumptions on the regression vector. These results are a generalisation of earlier
work which showed that this phenomenon holds for predictors which are real random
vectors. A simulation study is used to quantify the phenomenon.
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1 Introduction

Theoretical and computational issues are common in regression settings that have
a large number of predictors. To address this, methods that reduce the number of
predictors have been proposed. There are two main classes of such methods: feature
selection and dimension reduction. Feature selection works by choosing a subset of
the original variables, whereas dimension reduction creates a set of functions of them.

The most commonly used dimension reduction method is principal compo-
nent analysis. This procedure extracts linear combinations of the predictors which
have maximal variance. In principal component regression, one uses a subset—
conventionally the first few—of the principal components as the new predictors on
which to regress the response. This technique has been questioned over the years,
for example, by Cox (1968), as there is no obvious reason for the first few principal
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