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Abstract
We study the asymptotic properties of a new version of the SparseGroup Lasso estima-
tor (SGL), called adaptive SGL. This new version includes two distinct regularization
parameters, one for the Lasso penalty and one for the Group Lasso penalty, and we
consider the adaptive version of this regularization, where both penalties are weighted
by preliminary random coefficients. The asymptotic properties are established in a
general framework, where the data are dependent and the loss function is convex.
We prove that this estimator satisfies the oracle property: the sparsity-based estimator
recovers the true underlying sparse model and is asymptotically normally distributed.
We also study its asymptotic properties in a double-asymptotic framework, where the
number of parameters diverges with the sample size. We show by simulations and
on real data that the adaptive SGL outperforms other oracle-like methods in terms of
estimation precision and variable selection.
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1 Introduction

High-dimensional statisticalmodeling is concernedwith the significantly large number
of parameters to estimate. For instance, predicting a single outcome is not an easy
challenge since the exact functional form used to predict this outcome is rarely known.
A consequence is that the researcher/practitioner is faced with a large set of potential
variables formed by all the different ways of interacting and altering these underlying
variables. There are different methods for developing prediction models within the
high-dimensional framework to tackle the over-fitting problem. The key point is model
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