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Abstract This paper studies maximum likelihood estimation of autoregressive mod-
els of order 1 with a near unit root and Cauchy errors. Autoregressive models with an
intercept and with an intercept and a linear time trend are also considered. The maxi-
mum likelihood estimator (MLE) for the autoregressive coefficient is n3/2-consistent
with n denoting the sample size and has a mixture-normal distribution in the limit.
The MLE for the scale parameter of Cauchy distribution is n1/2-consistent, and its
limiting distribution is normal. The MLEs of the intercept and the linear time trend
are n1/2- and n3/2-consistent, respectively. It is also shown that the t statistic for the
null hypothesis of a unit root based on the MLE has a standard normal distribution in
the limit. In addition, finite-sample properties of the MLE are compared with those
of the least square estimator (LSE). It is found that the MLE is more efficient than
the LSE when the errors have a Cauchy distribution or a distribution which is a mix-
ture of Cauchy and normal distributions. It is also shown that empirical power of the
MLE-based t test for a unit root is much higher than that of the Dickey–Fuller t test.
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1 Introduction

Since the original works of Fama (1965) and Mandelbrot (1963, 1967), researchers
have long been interested in studying properties of stochastic processes with infinite
variance. Empirical papers applying econometric models with infinite variance to
financial data include, among others, Akgiray and Booth (1988), Lau et al. (1990),
Falk and Wang (2003), and Koedijk and Kool (1992).

Because asymptotic properties of the stochastic processes with infinite variance are
significantly different from thosewith finite variance, it is important to study properties
of econometric estimators and tests under the assumption of infinite variance. For the
AR(1) model (autoregressive model of order 1) with a unit root and errors having
infinite variance, Chan and Tran (1989) and Phillips (1990) study the least squares
estimator (LSE). Chan and Tran (1989) derive limiting distributions of the Dickey–
Fuller test statistics, while Phillips (1990) studies those of the Phillips–Perron test
statistics. Extensions of these works to the AR(1) model with an intercept and with
an intercept and a linear time trend are made in Ahn et al. (2001) and Callegari et al.
(2003), respectively. See Choi (2015, pp.75–78) for further discussions.

It is well known that LSEs are not robust to outliers and less efficient than M- and
least absolute deviation (LAD) estimators for fat-tailed errors. Pollard (1991) derives
convergence rate of the LAD estimator for the causal AR(1) model with Cauchy
errors. Knight (1989, 1991) studies the M- and LAD estimators for the unit root
AR(1) model with i.i.d. errors that lie in the domain of attraction of a stable law
with the index of stability α ∈ (0, 2). Andrews et al. (2009) study asymptotics of the
maximum likelihood estimator (MLE) for AR coefficients in stationary processes with
α ∈ (0, 2). Furthermore, Zhang and Chan (2012) study the MLE for a near unit root
AR(1) process with i.i.d. α-stable errors. They estimate the AR(1) coefficient and the
parameters of the characteristic function of stable errors jointly byMLE. They find that
the rate of convergence of the MLE of the AR(1) coefficient depends on the stability
parameter α and the mean parameter of errors and that the MLE is more efficient than
LSE in finite samples. But the case of α = 1 (i.e., Cauchy errors) is not considered in
their paper, probably because they estimate the stable parameter α and because there
is a discontinuity of the characteristic function with respect to α at α = 1.

Themain purpose of this paper is to derive limiting distributions ofMLEs for nearly
non-stationary AR(1) models with Cauchy errors. This is not considered by Zhang and
Chan (2012) as mentioned above. Although the assumption of Cauchy errors is more
specialized than that of α-stable errors, the Cauchy distribution has a long history in
statistics and it seems worthwhile to study the MLE under Cauchy errors. Another
difference of this paper and Zhang and Chan (2012) is that this paper also considers
the AR(1) models with an intercept and with an intercept and a linear time trend, while
Zhang and Chan study only the AR(1) model without nonstochastic regressors.

There are some contributions of this paper. First, it shows that theMLE of theAR(1)
coefficient converges faster than the LSE (the convergence rate of MLE is n3/2, while
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