Ann Tnst Stat Math (2019) 71:627-656 @ CrossMark
hitps://doi.org/10.1007/510463-018-0665-x

Statistical inference based on bridge divergences

Arun Kumar Kuchibhotla! -
Somabha Mukherjee! - Ayanendranath Basu?

Received: 27 June 2017 / Revised: 3 February 2018 / Published online: 17 May 2018
© The Institute of Statistical Mathematics, Tokyo 2018

Abstract M-estimators offer simple robust alternatives to the maximum likelihood
estimator. The density power divergence (DPD) and the logarithmic density power
divergence (LDPD) measures provide two classes of robust M-estimators which con-
tain the MLE as a special case. In each of these families, the robustness of the estimator
is achieved through a density power down-weighting of outlying observations. Even
though the families have proved to be useful in robust inference, the relation and hier-
archy between these two families are yet to be fully established. In this paper, we
present a generalized family of divergences that provides a smooth bridge between
DPD and LDPD measures. This family helps to clarify and settle several longstanding
issues in the relation between the important families of DPD and LDPD, apart from
being an important tool in different areas of statistical inference in its own right.
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