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Abstract This paper studies multivariate wavelet regression estimators with errors-
in-variables under strong mixing data. We firstly prove the strong consistency for
non-oscillating and Fourier-oscillating noises. Then, a convergence rate is provided
for non-oscillating noises, when an estimated function has some smoothness. Finally,
the consistency and convergence rate are discussed for a practical wavelet estimator.
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1 Introduction

The current paper considers the following errors-in-variables regression problem. Let
data (Wj ,Y j ) ∈ R

d × [−T, T ] ( j = 1, 2, . . . , n and T > 0) be from the model

Y j = m(X j ) + ε j , Wj = X j + δ j . (1)

The errors ε j and δ j are independent of each other and independent of X j . The func-
tions fX (unknown) and fδ (known) denote the densities of X j and δ j , respectively. The
regression errors ε j satisfy Eε j = 0 and Eε2j < ∞. The goal is to estimate the regres-
sion function m by some estimator m̂n (depending on (Wj ,Y j ), j = 1, 2, . . . , n).
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