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Abstract Non-concave penalized maximum likelihood methods are widely used
because they are more efficient than the Lasso. They include a tuning parameter
which controls a penalty level, and several information criteria have been developed
for selecting it. While these criteria assure the model selection consistency, they have
a problem in that there are no appropriate rules for choosing one from the class of
information criteria satisfying such a preferred asymptotic property. In this paper, we
derive an information criterion based on the original definition of the AIC by con-
sidering minimization of the prediction error rather than model selection consistency.
Concretely speaking, we derive a function of the score statistic that is asymptotically
equivalent to the non-concave penalized maximum likelihood estimator and then pro-
vide an estimator of the Kullback-Leibler divergence between the true distribution
and the estimated distribution based on the function, whose bias converges in mean to
Zero.
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