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Abstract Estimation of surrogate models for computer experiments leads to nonpara-
metric regression estimation problems without noise in the dependent variable. In this
paper, we propose an empirical maximal deviation minimization principle to construct
estimates in this context and analyze the rate of convergence of corresponding quantile
estimates. As an application, we consider estimation of computer experiments with
moderately high dimension by neural networks and show that here we can circumvent
the so-called curse of dimensionality by imposing rather general assumptions on the
structure of the regression function. The estimates are illustrated by applying them to
simulated data and to a simulation model in mechanical engineering.
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1 Introduction

Physical phenomena are nowadays often described by mathematical models, which
enables the use of so-called computer experiments instead of real experiments in order
to analyze them.

In the simplest case, the mathematical model is described by a function m : Rd →
R, which models the relation between d-dimensional input and a real-valued output.
Due to uncertainty in nature, it is often impossible to characterize the input exactly.
Instead, we can describe it by the input random variable X with a given distribution.
So the mathematical model describes the outcome Y of a physical phenomenon by

Y = m(X), (1)

where X is an Rd -valued random variable and m : Rd → R is a real-valued function.
Here this function can be, for example, the solution of a partial differential equation
system,where the value of X determines the values of parameters and initial conditions
of this system.The aimof studying the physical phenomenon is to derive characteristics
of the outcome Y . In the mathematical model, Y is a real-valued random variable, and
we are interested in the distribution of this random variable.

It is often possible to write a complex computer programwhich generates the values
of function m. Using this computer model and independent copies X1, X2, . . . of X ,
we can then carry out computer experiments: We evaluate the computer model for
these random inputs and get an (independent) sample

Y1 = m(X1), . . . , Yn = m(Xn) (2)

of the distribution of the outcome Y in our mathematical model. Using standard meth-
ods of (nonparametric) statistics, this distribution canbe characterized, by, for example,
estimating its density or quantiles.

The mathematical models for problems that arise in practice and consequently the
corresponding computer program are usually rather complex. Thus, computing of
values of m(X) is time-consuming, so it is not possible to generate the data in (2) for a
large sample size n. One idea to circumvent this problem is to use so-called surrogate
models for m. Here we begin by generating data

(x1, m(x1)), . . . , (xn, m(xn)) (3)

by evaluating the computer model for suitably chosen input values x1, …, xn ∈ R
d ,

and using these data to construct an estimate

mn(·) = mn(·, (x1, m(x1)), . . . , (xn, m(xn))) : Rd → R (4)
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