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Abstract Comparison of two-sample heteroscedastic single-index models, where
both the scale and location functions are modeled as single-index models, is studied
in this paper. We propose a test for checking the equality of single-index parameters
when dimensions of covariates of the two samples are equal. Further, we propose two
test statistics based onKolmogorov–Smirnov andCramér–vonMises type functionals.
These statistics evaluate the difference of the empirical residual processes to test the
equality of mean functions of two single-index models. Asymptotic distributions of
estimators and test statistics are derived. The Kolmogorov–Smirnov and Cramér–von
Mises test statistics can detect local alternatives that converge to the null hypothesis at a
parametric convergence rate. To calculate the critical values of Kolmogorov–Smirnov
and Cramér–von Mises test statistics, a bootstrap procedure is proposed. Simulation
studies and an empirical study demonstrate the performance of the proposed proce-
dures.
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1 Introduction

Single-index models (SIMs) have attracted a large amount of attention. A SIM is a
generalization of multivariate linear regression models with an unknown link func-
tion, and it relaxes the restrictive assumptions imposed on the parametric models of
conditional mean functions. When the regression function should be estimated in a
nonparametric context, the dimensionality of covariates plays a crucial role. Among
the many existing dimension reduction techniques, SIMs assume the link function to
be a univariate function applied to the projection of an explanatory covariate vector
on to some direction, and they avoid some drawbacks of fully nonparametric methods
such as the curse of dimensionality, difficulty of interpretation, and lack of extrapola-
tion ability. Hence, SIMs have a wide range of applications in areas such as economics
and finance. There have beenmany papers that consider the estimation of the link func-
tion, the single-index parameter and related issues. See for example, Xia et al. (2002),
Wang et al. (2015), Härdle et al. (1993), Xu and Zhu (2012), Feng et al. (2013), Feng
and Zhu (2012), Li et al. (2014), and Peng and Huang (2011).

How to compare two regression functions is a common topic. For example, in
medical research, this problem arises when comparing two functions of the mean
reaction time for drug use and the control group. In this paper, suppose we have
two independent samples following the single-index heteroscedastic regression model
(with two groups): {

Y1 = g1
(
βτ
0X1

)+ σ1
(
βτ
0X1

)
ε1,

Y2 = g2
(
γ τ
0X2

)+ σ2
(
γ τ
0X2

)
ε2,

(1)

where τ denotes transposition throughout this paper. In model (1), X1 is a p-
dimensional covariate vector and X2 is a q-dimensional covariate vector. For s = 1, 2,
Ys are the response variables, and gs(u) andσs(u) are unknownunivariate smooth func-
tions. Throughout this paper,we assume that functionsσs(u), s = 1, 2 are positive. The
error terms εs , s = 1, 2 satisfy E(εs) = 0 and E(ε2s ) = 1. The condition E(ε2s ) = 1
used here is assumed for identifiability. Parameter β0 is an unknown index vector that
belongs to the parameter space Bβ = {

β = (β1, β2, . . . , βp)
τ ∈ R

p, ‖β‖ = 1, β1 >

0
}
, and similarly, we define that γ 0 ∈ Bγ = {

γ = (γ1, γ2, . . . , γq)
τ ∈ R

q , ‖γ ‖ =
1, γ1 > 0,

}
.

Among the various methods of estimation, there is little literature that considers the
comparison of SIMs between two groups. Classical methods use parametric regression
models for two groups and to compare the two regression functions g1 and g2, they
compare the resulting parameters of the models. A disadvantage of this approach is
that it requires the parametric models to be specified, which is often difficult. As we
indicated above, the single-index structure is more appropriate in terms of its easier
interpretation and ability to relax the restrictive assumptions. Single-index model (1)
has two groups, and the comparison of the regression functions of two groups has been
extensively investigated in the literature if the dimensions of X1 and X2 equal each

123

洋
長方形


	A constructive hypothesis test for the single-index models with two groups
	Abstract
	1 Introduction
	2 Estimation of β0,γ0, g1(u), g2(u), σ12(u) and σ22(u)
	3 Test statistics and their asymptotic properties
	3.1 Testing the equality of single-index parameters
	3.2 Testing the equality of the mean functions
	3.3 A wild bootstrap procedure
	3.4 Extension to k groups

	4 Implementation
	5 Real data analysis
	Acknowledgements
	Appendix
	5.1 Proofs of Theorems 1 and 3
	5.2 Proof of Theorem 3
	5.3 Proof of Theorem 4
	5.4 Proof of Theorems 5 and 6
	5.5 Proof of Theorem 7

	References




