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Abstract We study the standard-bootstrap, the centered-bootstrap, and the empirical-
likelihood bootstrap tests of hypotheses used in conjunction with generalized method
of moments inference in correctly specified and misspecified moment condition mod-
els. We show that, under correct specification, the standard-bootstrap estimator of the
null distribution of the J-test converges in distribution to a random distribution, ver-
ifying its inconsistency, while the centered and the empirical-likelihood bootstrap
estimators are consistent. We provide higher-order expansions of the size distor-
tions of the analytic and the bootstrap tests. We show that the standard-bootstrap
parameter-tests are consistent under misspecification, while the centered-bootstrap
parameter-tests are inconsistent. We propose a general bootstrap methodology which
is highly accurate under correct specification and consistent under misspecification.
In a simulation study, we explore the finite sample behavior of the analytic and the
bootstrap tests for a panel data model and we apply our methodology on a real-world
data set.
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1 Introduction

Hansen (1982) introduced the generalized method of moments (GMM) to fit models
in which the number of parameters is exceeded by the number of moment condi-
tions identifying them. If the moment conditions are correctly specified, then under
regularity conditions, the GMM estimators are consistent and asymptotically nor-
mally distributed, and the limiting null distributions of the (generalized) Wald test,
likelihood-ratio test (LRT), and score test (ST) are chi-squared. We will refer to these
tests collectively as parameter-tests. The limiting null distribution of the J-test of
over-identifying restrictions, a goodness-of-fit test, is also chi-squared.

Monte Carlo experiments have shown that the analytic approximations suggested
by large-sample theory often perform poorly in the GMM context (see the July 1996
special issue, Vol. 16, No. 3 of the Journal of Business and Economic Statistics). Boot-
strap methods (Efron 1979) provide a computationally intensive alternative, and Hahn
(1996) has shown that, for correctly specified models, the standard (nonparametric)-
bootstrap (SB) distributions of GMM estimators are consistent. However, the moment
conditions defining the GMM estimators do not hold in the “bootstrap world”, a fact
which portends difficulties for a naive bootstrap approach to GMM inference. As
a remedy, Hall and Horowitz (1996) suggested the centered-bootstrap (CB), which
centers the moment functions to have mean zero in the bootstrap world. In a similar
vein, Brown and Newey (2002) proposed the empirical-likelihood bootstrap (ELB), in
which resamples are drawn from a weighted empirical distribution, with the weights
chosen in such a way that the model holds in the bootstrap world (see also Qin and
Lawless 1994; Hall and Presnell 1999; Zhang 1999). Andrews (2002) proposed a com-
putationally efficient bootstrap method for GMM estimators and showed higher-order
accuracy of the CB symmetric t-test.

In empirical research, inference about parameters may be carried out in situations
when the moment conditions are misspecified: possibly because the J-test or other
tests of misspecification fails to reject a false null hypothesis; or because the data
analyst fails to test for misspecification at all; or because the data analyst proceeds
with the moment condition model in spite of finding evidence of misspecification
(see, e.g., Imbens and Lancaster 1994). Thus, it is important to study the properties
of GMM inference even when the moment conditions defining those parameters fail
to hold. In a breakthrough paper on this topic, Hall and Inoue (2003) derived the
limiting distributions of GMM estimators and of the null distributions of parameter-
test statistics under misspecification. More recently, Lee (2014) used Hall and Inoue’s
misspecification-robust variance estimator of theGMMestimators and showed higher-
order accuracy of the resulting SB symmetric percentile-t confidence intervals and
t-tests under misspecification.

In this paper, we prove new results on the asymptotic properties of the analytic
and bootstrap tests in correctly specified and misspecified moment condition models.
First, we show that the SB estimator of the null distribution of the J-test converges in
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