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Abstract Finite mixture regression (FMR) models are frequently used in statisti-
cal modeling, often with many covariates with low significance. Variable selection
techniques can be employed to identify the covariates with little influence on the
response. The problem of variable selection in FMRmodels is studied here. Penalized
likelihood-based approaches are sensitive to data contamination, and their efficiency
may be significantly reduced when the model is slightly misspecified. We propose a
new robust variable selection procedure for FMR models. The proposed method is
based on minimum-distance techniques, which seem to have some automatic robust-
ness to model misspecification. We show that the proposed estimator has the variable
selection consistency and oracle property. The finite-sample breakdown point of the
estimator is established to demonstrate its robustness. We examine small-sample and
robustness properties of the estimator using a Monte Carlo study. We also analyze a
real data set.
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