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Abstract Variable selection problems are typically addressed under the regularization
framework. In this paper, an exponential type penalty which very closely resembles
the L0 penalty is proposed, we called it EXP penalty. The EXP penalized least squares
procedure is shown to consistently select the correct model and is asymptotically nor-
mal, provided the number of variables grows slower than the number of observations.
EXP is efficiently implemented using a coordinate descent algorithm. Furthermore,
we propose a modified BIC tuning parameter selection method for EXP and show that
it consistently identifies the correct model, while allowing the number of variables to
diverge. Simulation results and data example show that the EXP procedure performs
very well in a variety of settings.

Keywords Penalized least squares · Coordinate descent algorithm · Variable
selection · MBIC · Oracle property

This work was supported by the K. C. Wong Education Foundation, Hong Kong, Program of National
Natural Science Foundation of China (No. 61179039) and the Project of Education of Zhejiang Province
(No. Y201533324). The authors gratefully acknowledges the support of K. C. Wong Education
Foundation, Hong Kong. And the authors are grateful to the editor, the associate editor and the
anonymous referees for their constructive and helpful comments.

B Yanxin Wang
wyxinbj@163.com

1 School of Science, Ningbo University of Technology, Ningbo 315211, China

2 Department of Statistics, University of Warwick, Coventry CV4 7AL, UK

3 School of Mathematics and Statistics, Wuhan University, Wuhan 430072, China

4 School of Applied Mathematics, Xiamen University of Technology, Xiamen 361024, China

123

http://crossmark.crossref.org/dialog/?doi=10.1007/s10463-016-0588-3&domain=pdf

	Variable selection and estimation using a continuous approximation to the L0 penalty
	Abstract
	1 Introduction
	2 Variable selection and estimation with EXP penalty
	2.1 Linear models and penalized least squares
	2.2 EXP penalty

	3 Theoretical properties of the EXP estimator
	3.1 Regularity conditions
	3.2 Oracle properties

	4 Regularity parameter selection
	5 Implementation: algorithm
	6 Simulation studies and a data example
	6.1 Simulation studies I
	6.2 Simulation study II
	6.3 Simulation study III
	6.4 Application

	7 Conclusion
	Appendix
	References




