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Abstract The censored linear regression model, also referred to as the accelerated
failure time model, is a useful alternative to the popular Cox model in the analysis of
censored survival data. In this paper, we combine the quantile information with cen-
sored least-squares normal equations to get estimators with smaller estimated standard
error for regression parameters.An inverse probability-weightedmethod is proposed to
construct unbiased estimating equationswith censored data and the lack of smoothness
of the objective equations is overcome by replacing themwith smooth approximations.
The proposed estimators are established based on the empirical likelihood method and
generalizedmethod ofmoments, respectively, and their asymptotic properties are stud-
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ied under some regular conditions. We also conduct some simulation experiments to
investigate the finite-sample properties of the proposed estimators. The Stanford Heart
Transplant data are used to illustrate the proposed estimating method.
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1 Introduction

The least-squares approach for fitting a linear regression model provides a statistical
technique for investigating the relationship between variables. Its simple structure and
ease of interpretation have made it an attractive method for practitioners. Another
important approach for fitting a linear model is the quantile regression method orig-
inated by Koenker and Bassett (1978). A collection of conditional quantiles can
characterize the entire conditional distribution and capture the rich underlying relation-
ship between the quantiles of response variable and covariates. But amajor difficulty of
quantile regression is that to obtain the asymptotic covariance matrix of estimators, we
need an estimation of the regressor density, which is often cumbersome to obtain. This
motivated Zhou et al. (2011) to bring together these two well-known techniques, and
develop a coherent estimation framework that can be applied to a myriad of situations.
Their simulation studies and real data analysis have shown that the least-squares esti-
mator combined with auxiliary quantile information not only leads to a more efficient
estimator, but also results in a relatively simple calculation of estimator’s standard error
that does not require any density estimation. Based on the same idea, Liu and Ishfaq
(2011) and Liu et al. (2011) considered the estimation of distribution function when
auxiliary quantile information is availablewith complete data andmissing data, respec-
tively. The aim of this paper is to extend this idea to censored linear regression model.

The censored linear regression model, also referred to as the accelerated failure
time (AFT) model, specifies that the logarithm of the failure time T is related to a
p × 1 vector of covariate Zi in the following way:

log Ti = Z τ
i β0 + εi , i = 1, . . . , n, (1)

where β0 is a p × 1 vector of unknown regression parameters and εi , i = 1, . . . , n,
are independent and identically distributed with an unspecified common distribution
function Fε , but zero mean and finite variance. This model, as an alternative to the
popular Cox model, has been studied extensively in literature, see, for instance, Buck-
ley and James (1979), Koul et al. (1981), Lai and Ying (1991), Ritov (1990) and Wei
(1992), among others. When the data are completely observed, Zhou et al. (2011)
suggested to estimate β0 in (1) based on the following estimating function:

ψ(T, Z , β) =
(

ψ(1)(T, Z , β)

ψ(2)(T, Z , β)

)
=
(

Z(log T − Z τ β)

Z( 12 − I (log T − Z τ β ≤ 0))

)
. (2)

The first part of (2) is based on the normal equation of least squares and the second
part of (2) is based on the auxiliary quantile information, using the assumption that
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