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Abstract The adaptive lasso is a model selection method shown to be both consistent
in variable selection and asymptotically normal in coefficient estimation. The actual
variable selection performance of the adaptive lasso depends on the weight used. It
turns out that the weight assignment using the OLS estimate (OLS-adaptive lasso) can
result in very poor performance when collinearity of the model matrix is a concern.
To achieve better variable selection results, we take into account the standard errors
of the OLS estimate for weight calculation, and propose two different versions of the
adaptive lasso denoted by SEA-lasso and NSEA-lasso. We show through numerical
studies that when the predictors are highly correlated, SEA-lasso and NSEA-lasso
can outperform OLS-adaptive lasso under a variety of linear regression settings while
maintaining the same theoretical properties of the adaptive lasso.
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1 Introduction

Reliable variable selection is an important problem in statistical learning. In solving
problems with a number of possible predictors, it is desirable for a variable selec-
tion method to produce a parsimonious model that describes the pattern of the data
well. Exhaustive subset selection with traditional information criteria with possible
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