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Abstract In this paper, we consider the robust estimation for a certain class of dif-
fusion processes including the Ornstein–Uhlenbeck process based on discrete obser-
vations. As a robust estimator, we consider the minimum density power divergence
estimator (MDPDE) proposed by Basu et al. (Biometrika 85:549–559, 1998). It is
shown that the MDPDE is consistent and asymptotically normal. A simulation study
demonstrates the strong robustness of the MDPDE.
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1 Introduction

Let us consider the diffusion process:

{
dXt = a(Xt , θ)dt + σdWt ,

X0 = x0,
(1)

where (θ, σ ) ∈ �, a convex compact subset of R
p × R

+, a is a known real valued
function defined on R × R

p, and W is a 1-dimensional standard Wiener process. The
diffusion process has long been popular in analyzing random phenomena in finance,
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