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Empirical likelihood for conditional quantile
with left-truncated and dependent data
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Abstract In this paper, we employ the method of empirical likelihood to construct
confidence intervals for a conditional quantile in the presence and absence of aux-
iliary information, respectively, for the left-truncation model. It is proved that the
empirical likelihood ratio admits a limiting chi-square distribution with one degree of
freedom when the lifetime observations with multivariate covariates form a stationary
α-mixing sequence. For the problem of testing a hypothesis on the conditional quan-
tile, it is shown that the asymptotic power of the test statistic based on the empirical
likelihood ratio with the auxiliary information is larger than that of the one based on
the standard empirical likelihood ratio. The finite sample performance of the empirical
likelihood confidence intervals in the presence and absence of auxiliary information
is investigated through simulations.
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1 Introduction

Let Y be a response variable with continuous distribution function (df) F̃(·) and let X
be a random vector of covariates taking its values in R

d(d ≥ 1) with joint density l(·).
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