
Ann Inst Stat Math (2012) 64:657–676
DOI 10.1007/s10463-011-0324-y

On robust classification using projection depth

Subhajit Dutta · Anil K. Ghosh

Received: 11 August 2009 / Revised: 29 November 2010 / Published online: 31 March 2011
© The Institute of Statistical Mathematics, Tokyo 2011

Abstract This article uses projection depth (PD) for robust classification of multi-
variate data. Here we consider two types of classifiers, namely, the maximum depth
classifier and the modified depth-based classifier. The latter involves kernel density
estimation, where one needs to choose the associated scale of smoothing. We consider
both the single scale and the multi-scale versions of kernel density estimation, and
investigate the large sample properties of the resulting classifiers under appropriate
regularity conditions. Some simulated and real data sets are analyzed to evaluate the
finite sample performance of these classification tools.
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1 Introduction

Over the last three decades, data depth has emerged as a powerful tool for statistical
analysis of multivariate data. Robust estimation of multivariate location and scatter
(see, e.g., Liu et al. 1999), test of statistical hypothesis (see, e.g., Chaudhuri and
Sengupta 1993; Liu and Singh 1993), detection of outliers (see, e.g., Chen et al. 2009),
supervised and unsupervised classification (see, e.g., Hoberg 2000; Jornsten 2004;
Ghosh and Chaudhuri 2005a,b) are some examples of its wide spread applications.

S. Dutta (B) · A. K. Ghosh
Theoretical Statistics and Mathematics Unit, Indian Statistical Institute,
203, B. T. Road, Kolkata 700108, India
e-mail: subhajit_r@isical.ac.in

A. K. Ghosh
e-mail: akghosh@isical.ac.in

123


