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Variable selection in semiparametric regression analysis
for longitudinal data
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Abstract In this paper, we present a variable selection procedure by using basis
function approximations and a partial group SCAD penalty for semiparametric
varying coefficient partially linear models with longitudinal data. With appropriate
selection of the tuning parameters, we establish the oracle property of this proce-
dure. A simulation study is undertaken to assess the finite sample performance of the
proposed variable selection procedure.
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1 Introduction

Varying coefficient models are commonly used for analysis of data measured repeat-
edly over time, such as time series analysis, longitudinal data analysis and functional
data analysis. In practice, however, only some of the coefficients vary with certain
covariate, hence one useful extension of the varying coefficient model is the semi-
parametric varying coefficient partially linear model. Under longitudinal data, the
semiparametric varying coefficient partially linear model has the following structure

Y (t) = X (t)T θ(t) + Z(t)T β + ε(t), (1)
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