
Ann Inst Stat Math (2011) 63:1141–1163
DOI 10.1007/s10463-010-0270-0

An optimal approach for hypothesis testing
in the presence of incomplete data

Albert Vexler · Sergey Tarima

Received: 9 July 2007 / Revised: 21 July 2009 / Published online: 10 February 2010
© The Institute of Statistical Mathematics, Tokyo 2010

Abstract The adverse effect of small sample sizes, excessive nonresponse rate, and
high dimensionality on likelihood ratio test statistic can be reduced by integrating with
respect to a prior distribution. If information regarding the prior is too general (for
example, only a parametric family can be specified), this distribution can be chosen
from a principle of the most powerful testing. We propose the integrated most power-
ful test in the presence of missing data. This test can be used as a viable alternative to
the maximum likelihood.
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1 Introduction

There are several conditions when maximum likelihood ratio (MLR) tests provide
unstable results. Among these possibilities we highlight only three: small sample size,
high dimensionality, and the presence of missing data. Small sample size and high
dimensionality are tied together in many genetic data (genom-wide data for few sub-
jects), longitudinal data sets (several subjects are observed over time), and in a variety
pilot medical projects. In some cases these two are aggravated by incomplete obser-
vations. Saint Loise data set published in Little and Rubin (2002) analyzed in this
manuscript absorbed all these problems.
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