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Abstract We construct an infinite-dimensional information manifold based on
exponential Orlicz spaces without using the notion of exponential convergence. We
then show that convex mixtures of probability densities lie on the same connected
component of this manifold, and characterize the class of densities for which this
mixture can be extended to an open segment containing the extreme points. For this
class, we define an infinite-dimensional analogue of the mixture parallel transport and
prove that it is dual to the exponential parallel transport with respect to the Fisher
information. We also define α-derivatives and prove that they are convex mixtures of
the extremal (±1)-derivatives.
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1 Introduction

Information geometry is the branch of probability theory dedicated to provide families
of probability distributions with differential geometrical structures. One then uses the
tools of differential geometry in order to have a clear and intuitive picture, as well as
rigor, in a variety of practical applications ranging from neural networks to statistical
estimation, from mathematical finance to nonequilibrium statistical mechanics
(see Sollich et al. 2001).

M. R. Grasselli (B)
Department of Mathematics and Statistics, McMaster University,
1280 Main Street West, Hamilton, ON L8S 4K1, Canada
e-mail: grasselli@math.mcmaster.ca

123


