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Abstract For any n × p matrix X and n × n nonnegative definite matrix V, the
matrix X(X′VX)+X′V is called a V-orthogonal projector with respect to the semi-
norm ‖ · ‖V, where (·)+ denotes the Moore-Penrose inverse of a matrix. Various
new properties of the V-orthogonal projector were derived under the condition that
rank(VX) = rank(X), including its rank, complement, equivalent expressions, condi-
tions for additive decomposability, equivalence conditions between two (V-)orthogo-
nal projectors, etc.

Keywords General linear model · Weighted least-squares estimator · V-orthogonal
projector · Moore-Penrose inverses of matrices · Rank formulas for partitioned matrix

1 Introduction

Throughout this paper, R
m×n stands for the collection of all m × n real matrices. The

symbols A′, r(A), R(A) and N (A) stand for the transpose, the rank, the range (col-
umn space) and the kernel (null space) of a matrix A ∈ R

m×n , respectively; R⊥(A)

stands for the orthogonal complement of R(A). The Moore-Penrose inverse of A,
denoted by A+, is defined to be the unique solution G to the four matrix equations

(i) AGA = A, (ii) GAG = G, (iii) (AG)′ = AG, (iv) (GA)′ = GA.
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