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Abstract A robust local linear regression smoothing estimator for a nonparametric
regression model with heavy-tailed dependent errors is considered in this paper. Under
certain regularity conditions, the weak consistency and asymptotic distribution of the
proposed estimators are obtained. If the errors are short-range dependent, then the
limiting distribution of the estimator is normal. If the data are long-range dependent,
then the limiting distribution of the estimator is a stable distribution.
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1 Introduction

Let {ξ j , j ∈ Z} be i.i.d. random variables that belong to the domain of attraction of a
symmetric stable law with index α ∈ (0, 2], denoted by ξi ∈ D(α). That is, as n → ∞,

1

n1/α Lε(n)

[nx]∑

i=1

ξi → Zα(x) in distribution,

where Zα(x) is a Lévy-stable process of index α with Lévy measure

ν(dx) = α{C+ I (x > 0) + C− I (x < 0)}|x |−α−1dx
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