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Abstract We study joint efficient estimation of two parameters dominating either the
inverse-Gaussian or gamma subordinator, based on discrete observations sampled at
(tn

i )
n
i=1 satisfying hn := maxi≤n(tn

i − tn
i−1) → 0 as n → ∞. Under the condition that

Tn := tn
n → ∞ as n → ∞ we have two kinds of optimal rates,

√
n and

√
Tn . More-

over, as in estimation of diffusion coefficient of a Wiener process the
√

n-consistent
component of the estimator is effectively workable even when Tn does not tend to
infinity. Simulation experiments are given under several hn’s behaviors.
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1 Introduction

A subordinator Z = (Zt )t∈R+ is a one-dimensional non-decreasing càdlàg (right con-
tinuous and having left hand side limits) process a.s. starting from the origin with
independent and stationary increments. For any subordinator without drift, there cor-
responds a Lévy measure ν satisfying

∫ 1
0 |z|ν(dz) < ∞ and supported by R+ for

which

ϕZt (u) = exp

{

t
∫
(eiuz − 1)ν(dz)

}

, u ∈ R, t ∈ R+. (1)

This is a special case of the so called Lévy–Khintchine formula. Here and in the
sequel u �→ ϕξ (u) stands for the characteristic function of ξ , a random variable or a
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