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Abstract In this paper, we consider the partial linear model with the covariables
missing at random. A model calibration approach and a weighting approach are devel-
oped to define the estimators of the parametric and nonparametric parts in the partial
linear model, respectively. It is shown that the estimators for the parametric part are
asymptotically normal and the estimators of g(·) converge to g(·) with an optimal con-
vergent rate. Also, a comparison between the proposed estimators and the complete
case estimator is made. A simulation study is conducted to compare the finite sample
behaviors of these estimators based on bias and standard error.
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1 Introduction

Suppose that {(Xi , Ti , Yi ), 1 ≤ i ≤ n} is a random sample generated from the follow-
ing partial linear model

Yi = X�
i β + g(Ti ) + εi , i = 1, 2, . . . , n, (1)
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