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Abstract A situation where training and test samples follow different input
distributions is called covariate shift. Under covariate shift, standard learning methods
such as maximum likelihood estimation are no longer consistent—weighted variants
according to the ratio of test and training input densities are consistent. Therefore,
accurately estimating the density ratio, called the importance, is one of the key issues
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in covariate shift adaptation. A naive approach to this task is to first estimate training
and test input densities separately and then estimate the importance by taking the ratio
of the estimated densities. However, this naive approach tends to perform poorly since
density estimation is a hard task particularly in high dimensional cases. In this paper,
we propose a direct importance estimation method that does not involve density esti-
mation. Our method is equipped with a natural cross validation procedure and hence
tuning parameters such as the kernel width can be objectively optimized. Furthermore,
we give rigorous mathematical proofs for the convergence of the proposed algorithm.
Simulations illustrate the usefulness of our approach.
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1 Introduction

A common assumption in supervised learning is that training and test samples follow
the same distribution. However, this basic assumption is often violated in practice
and then standard machine learning methods do not work as desired. A situation
where the input distribution P(x) is different in the training and test phases but the
conditional distribution of output values, P(y|x), remains unchanged is called covar-
iate shift (Shimodaira 2000). In many real-world applications such as robot control
(Sutton and Barto 1998; Shelton 2001; Hachiya et al. 2008), bioinformatics (Baldi
and Brunak 1998; Borgwardt et al. 2006), spam filtering (Bickel and Scheffer 2007),
brain-computer interfacing (Wolpaw et al. 2002; Sugiyama et al. 2007), or economet-
rics (Heckman 1979), covariate shift is conceivable and thus learning under covariate
shift is gathering a lot of attention these days.

The influence of covariate shift could be alleviated by weighting the log likelihood
terms according to the importance (Shimodaira 2000):

w(x) := pte(x)

ptr(x)
,

where pte(x) and ptr(x) are test and training input densities. Since the importance
is usually unknown, the key issue of covariate shift adaptation is how to accurately
estimate the importance.

Covariate shift matters in parameter learning only when the model used for func-
tion learning is misspecified (i.e., the model is so simple that the true learning target
function can not be expressed) (Shimodaira 2000)—when the model is correctly (or
overly) specified, ordinary maximum likelihood estimation is still consistent. Follow-
ing this fact, there is a criticism that importance weighting is not needed; just the use
of a complex enough model can settle the problem. However, too complex models
result in huge variance and thus we practically need to choose a complex enough but
not too complex model. For choosing such an appropriate model, we usually use a
model selection technique such as cross validation (CV). However, the ordinary CV
score is heavily biased due to covariate shift and we also need to importance-weight
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