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Abstract This paper is focused on two kernel relative density estimators in
a two-sample problem. An asymptotic expression for the mean integrated
squared error of these estimators is found and, based on it, two solve-
the-equation plug-in bandwidth selectors are proposed. In order to examine
their practical performance a simulation study and a practical application to a
medical dataset are carried out.
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1 Introduction

The study of differences among groups or changes over time is a goal in fields
such as medical research and social science research. The traditional method
for this purpose is the usual parametric location and scale analysis. However,
this is a very restrictive tool, since a lot of the information available in the data
is unaccessible. In order to make a better use of this information it is convenient
to focus on distributional analysis, i.e., on the general two-sample problem of
comparing the cumulative distribution functions (cdf), F0 and F, of two random
variables, X0 and X. Useful tools for this purpose are the relative distribution
function, R (t), and the relative density function, r (t), of X with respect to (w.r.t.)
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